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Abstract

The decay of meteor trails in the polar mesopause re-
gion is thought to be predominantly due to ambipolar
diffusion, a process that is governed by the ambient
temperature and pressure. However, other processes
also play a role, including the absorption of electrons
by the numerous charged species that occupy the same
region. While the absorption may be relatively small, it
can cause a disproportionate reduction in meteor decay
time, depending on the initial strength of the meteor trail.

This effect is enhanced in the presence of polar meso-
spheric summer echoes (PMSE), phenomena arising
most probably due to highly charged, sub-visible ice par-
ticles that can exist at the extremely cold summer polar
mesopause. These charged “dust” particles absorb mul-
tiple electrons from expanding, collocated meteor trails.

1. INTRODUCTION

The polar summer mesopause is the coldest region of
Earth’s atmosphere, and is well known for the existence
of two widely studied atmospheric phenomena: noc-
tilucent clouds (NLCs) and polar mesosphere summer
echoes (PMSE). NLCs are the better understood fea-
ture, the thin clouds forming as water molecules freeze
at the extremely low temperatures. PMSE is less un-
derstood despite much progress being made over the
past decade. PMSE is a radar phenomenon, observed
as a dramatic increase in the backscattered power re-
turned from the region slightly below the mesopause,
at an altitude of approximately 85km. The complexity
of the physics in the middle atmosphere along with the
inherent difficulty of taking in situ measurements near
the mesopause has meant that a full understanding of
the theory underlying PMSE still awaits. Nonetheless,
using a Mesosphere-Stratosphere-Troposphere (MST)
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radar these echoes can be clearly observed with good
spatial and temporal resolution.

At any location during any given day, many thousands
of meteors enter the Earth’s upper atmosphere. The
frequency of incoming meteors fluctuates but gener-
ally follows a well-understood diurnal and seasonal cy-
cle. Most of the meteors ablate as they interact with
the increasingly dense air molecules, leaving an ionized
plasma trail in their wake. A VHF meteor radar is able
to detect these short-lived trails (herein referred to as
“meteor echoes”), allowing us to calculate certain use-
ful parameters. At Kiruna (68◦N), the heights of the
meteor echoes are normally distributed about a mean
height of 90km. Since these echoes are observed in
the mesopause region, the meteor radar measurements
can be used in connection with the MST radar PMSE
observations to better understand the physics of this re-
gion.

The presence of charged dust and ice particles in the
summer mesopause region is thought to be a neces-
sary component of the PMSE environment. If these
same charged particles have a noticeable effect on me-
teor echoes we can move a step closer to better under-
stand the mechanisms responsible for generating and
maintaining the PMSE structures.

2. BACKGROUND

2.1. Meteor ablation

As a meteoroid enters Earth’s atmosphere it undergoes
rapid frictional heating as it interacts with the neutral air
molecules. The majority of meteoroids are much smaller
than the mean free path of molecules in the upper at-
mosphere, so the interaction is molecular in nature, and
fluid flow effects in the vicinity of the meteoroid are not
considered important. This leads to meteor ablation,
the process by which meteor atoms are stripped away
from the surface of the meteoroid. These atoms have
an initial velocity comparable to that of the meteoroid,
approximately 11–73 km/s, but undergo many more col-
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lisions with relatively stationary atmospheric molecules,
quickly slowing down the ions to the thermal velocities of
the environment within less than a millisecond [McKin-
ley, 1961].

The air molecules are assumed to transfer their momen-
tum and energy, but not mass, to the meteoroid. As ab-
lated atoms collide with air molecules, an electron bound
to an atom or molecule may absorb sufficient energy to
overcome the electric potential that originally confined
it. This ionization process leads to the formation of a
meteor trail, consisting of positive and negative ions and
free electrons, following the path of the meteoroid.

Following Badger [2002], the line density of ablated elec-
trons, q, can be described by the formula

q =
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T
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where β is the probability that a single ablated atom of
mass µ produces a free electron on collision. The im-
pinging meteor has a velocity, mass, density and surface
temperature given by v, m, ρm and T , respectively. The
dimensionless factor, Cs, depends on the shape of the
meteoroid, and the constants K1 and K2 depend on the
meteoroid material.

Although (1) describes a useful model for electron pro-
duction from meteor ablation, it does not fully take into
account the effects of heat capacity, thermal conduction
and fragmentation of the meteoroid material in the ab-
lation process. For this current analysis it suffices to
acknowledge that the meteor ablation process leads to
a stream of electrons, with a line density depending on
a variety of factors.

2.2. Decay of radio meteor echoes

Consider the idealized case where the radius of a me-
teor trail is much smaller than the radar wavelength, and
the effects of diffusion can be ignored. Further, assume
the trail is underdense so that each electron in a me-
teor trail scatters independently, with a scattering cross-
section given by

σe =
µ2

0e
4

16π2m2
, (2)

where µ0, m and e are the magnetic permeability of air,
electron mass and electron charge, respectively [Tsut-
sumi, 1995]. Then, using a conventional radar equation,
the power scattered from an individual electron, ∆Pr, is
given by

∆Pr =
PtGtGrλ

2σe

64π3R4
, (3)

where Pt is the transmitted power, R is the range of the
meteor, and Gt, Gr represent the antenna gain of the
transmitter and receiver, respectively [McKinley, 1961].
Assuming the meteor trail is an infinitely long cylinder,
(3) can be integrated over all electrons in the trail, to find
that

Pr =
PtGtGrλ

3σe

128π3R3
q2 C2 + S2

2
, (4)

where C and S are Fresnel integrals of diffraction theory
[Badger, 2002].

Assuming ambipolar diffusion is the only mechanism by
which the meteor echo decays, the backscattered power
will decay from an initial value of P0 according to

P (t) = P0 exp
[
−32π2Dat

λ2

]
, (5)

where Da is the ”ambipolar diffusion coefficient”, and t
is the time after the initial peak power.

Defining a “decay time”, τ1/2, as the time taken for the
power to drop to half the initial, the ambipolar diffusion
coefficient can be estimated from the meteor echo de-
cay time by

Da =
λ2 ln 2

16π2τ1/2
. (6)

This ambipolar diffusion coefficient is also dependent
on the atmospheric temperature, T , and pressure, p,
through the relation

Da = Kamb
T 2

p
, (7)

where Kamb is a constant [Jones and Jones, 1990;
Jones, 1995; Chilson et al., 1996; Hocking et al., 1997].
Hence, If either T or p is known, the other parameter
can be deduced once Da has been determined from
the meteor echo decay times. Other methods have also
been developed, primarily to estimate temperature [e.g.,
Hocking et al., 1997], that do not require observed (or
modeled) pressure, but instead rely on the measured
vertical profile of meteor decay times.

Each method of temperature estimation from meteors
requires the assumption that ambipolar diffusion alone
governs the decay of the underdense meteor echoes.
Havnes and Sigernes [2005] suggested that this may
not always be a valid assumption, and that the absorp-
tion of electrons in the meteor trail by charged “dust”
particles could be responsible for an overestimate in the
ambipolar diffusion coefficient. Holdsworth et al. [2006]
have investigated some of the methods of temperature
estimation using meteor echo decay times over Antarc-
tica, and see evidence that supports the existence of
processes other than just ambipolar diffusion playing a
significant role, especially during the summer months.
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2.3. Charged particles in the mesopause region

In this report the term “charged particles” will be used to
describe the charged species that are quasi-continually
present in the mesopause region. These particles arise
from a variety of processes that will not all be discussed
here, but include ionization from solar radiation, parti-
cle precipitation from the lower thermosphere, and the
ablation of meteors.

Nearly all of the meteoroids that enter the Earth’s at-
mosphere ablate before reaching the Earth’s surface,
with most of the material evaporating in the region be-
tween 80 - 100 km [Hunten et al., 1980]. Rosinski and
Snow [1961] showed that this vapor can quickly recon-
dense and form secondary particulate matter. The con-
densation products along with their immediate descen-
dants through coagulation and sedimentation have been
termed “smoke” particles by Hunten et al. [1980].

These particles are thought to provide the nuclei for
cloud condensation processes leading to NLCs. It is
also clear that the smoke is important in the ion chem-
istry of the region [Gumbel et al., 2003]. Brasseur and
Solomon [1986] discuss the production of metal ions
originating from meteors. Part of the ionization occurs
during ablation, but most of the charged particles are
likely produced by photoionization and charge transfer
from species such as O+

2 and NO+.

In regions where the temperature is low enough to pro-
vide sufficiently high supersaturation, large, hydrated
ions are able to form [Gumbel and Witt, 2002]. Such
conditions regularly occur in the polar mesopause re-
gion during the summer months. These “charged
aerosols” are considered to be important in the gener-
ation and maintenance of PMSE [Gumbel et al., 2003;
Rapp and Lübken, 2004], because they are able to al-
ter the environment in a way that allows structures of
free electrons to exist at shorter spatial scales. Some of
these hydrated ions in the cold mesopause region are
large enough to acquire numerous charges, becoming
“multiply charged”.

2.4. Revisiting the ambipolar diffusion assumption

The focus of this analysis will be on the effect that
electron-ion recombination, or “absorption”, can have
on meteor decay times. By not considering this pro-
cess, one might inadvertently overestimate the ambipo-
lar diffusion coefficient if the recombination term is sig-
nificant in removing electrons within a decaying meteor
trail. This has important consequences for temperature

estimation determined from the ambipolar diffusion co-
efficient, and thus deserves further investigation.

Havnes and Sigernes [2005] suggested that charged
particles should have a more pronounced effect on rel-
atively weak meteor trails, compared to stronger trails.
This idea is illustrated conceptually in Figure 1. The top
panels simplistically represent cross-sections through
initial meteor trails (yellow shading) in an environment
consisting of positive ions (blue circles), negative ions
(red circles), and free electrons (small yellow circles).
Although the meteor trails will also contain many ions,
the scatter from ions is negligible compared to that from
electrons, due to their significantly greater mass.

Figure 1: Conceptual illustration showing initial trail (up-
per panels), ion-electron recombination (middle panels),
and adjusted trail (lower panels). Environment consists
of positive (blue circles) and negative (red circles) ions,
and free electrons (yellow circles). Yellow shading indi-
cates the cross-section of a meteor trail. Left panels:
Relatively weak initial meteor trail. Right panels: Rela-
tively strong initial meteor trail.

The left panel depicts a relatively weaker initial meteor
trail, with less electrons contained within the trail radius
(lower electron line density) compared to the right panel.
Note that the “background” concentration of charged
species is the same for both the weak and strong mete-
ors. The middle panels represent the “absorption” pro-
cess, where a given number of positive ions are avail-
able to scavenge electrons diffusing radially outwards
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from the trail. In this simple example, a fixed number
(four) of positive ions remove the same number of elec-
trons from both the strong a weak trail. After the ab-
sorption, the electron densities in each of the meteor
trails has been reduced (lower panels). In each case
four electrons have been removed, constituting a higher
proportion of the initial electrons in the weak trail, com-
pared to the strong.

While simple, this conceptual picture explains the rea-
son why charged particles are expected to have a
greater effect on the apparent diffusion of weaker me-
teor trails. Clearly, for the absorptive effect to be non-
negligible, the electron density in the trail cannot be
much greater than the electron absorption capability of
the dust. Havnes and Sigernes [2005] suggest an elec-
tron absorption capability in the vicinity of the center of
the meteor trail of the order of 0.1–1% of the initial elec-
tron density would be sufficient to cause a reduction in
decay time on the order of a few percent.

In the case of PMSE, where cluster ions are more preva-
lent, one may expect to see an enhancement of this
effect. PMSE are thought to be associated with large,
sub-visible, hydrated ions, which are able to be mul-
tiply charged. Because of their higher charge, these
large aerosol particles could potentially have the abil-
ity to scavenge multiple numbers of electrons, causing
even higher apparent diffusions. Evidence for this scav-
enging has been seen in electron “biteouts”, coincident
with regions of PMSE [e.g., Smiley et al., 2003; Havnes
et al., 2001].

3. INSTRUMENTATION AND DATA ANALYSIS

3.1. Location

In order to study the characteristics of the polar
mesopause region using radar, it was necessary to find
a suitable ground site in a polar region. Kiruna, a large
town in northern Sweden, just north of the Arctic circle
(68◦N, 20◦E), provided the ideal setting for the collection
of data. Esrange (Figure 2) is located approximately 40
km east of Kiruna, and is home to a suite of instruments
aimed at providing support to the Swedish Space Cor-
poration’s high-class rocket and balloon launching pro-
grams. The two instruments used in this project, both
stationed at Esrange, were a VHF meteor radar, and a
nearly collocated MST radar.

Figure 2: Map of Scandinavia, showing the location of
the Esrange facility in northern Sweden. Adapted from
a map by www.EchantedLearning.com.

3.2. SKiYMET radar

The All-Sky Interferometric Meteor Radar (SKiYMET)
system, located at Esrange (Figure 3), is a multi-channel
coherent receiver pulsed radar capable of observing a
wide range of parameters through the detection and
analysis of faint meteors [Genesis, 2002].

The physics underlying the detection of radio-wave scat-
ter from meteor trails was discussed briefly in Section
2.2. As a meteor enters the Earth’s atmosphere it heats
up and ablates, leaving an ionized stream of plasma
in its wake. The meteor radar emits short pulses on
its transmit antenna, and measures the received coher-
ent scatter from the individual electrons in the trail on
its receive antennas. It follows that the more orthog-
onal the meteor trail is to direction of propagation, the
more easily a coherent reflection from a relatively large
length of the trail can occur [Badger, 2002]. This allows
fainter trails (lower electron densities) to be observed,
and hence, this type of reflection is the most common
observed.

The receive antenna array consists of five yagis ar-
ranged as an interferometer. When a meteor is de-
tected, a four second window of data is recorded at the
detected range, which after signal multiplexing and co-
herent pulse integration to enhance the signal-to-noise
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Figure 3: A photograph of the antenna field of the
SKiYMET meteor radar located at Esrange. The radar
system comprises five receive antennas, as well as a
transmit antenna, covering an area of approximately
2000 m2.

ratio (SNR) [Hocking et al., 1997], corresponds to ap-
proximately 360 in-phase and quadrature pairs per re-
ceiver. Cross-correlation functions (CCFs) between all
pairs of receiving antennas were found, with the zero
time-lag phase enabling standard interferometry pro-
cedures [Hocking et al., 1989] to determine the un-
ambiguous angle or arrival [e.g., Hocking et al., 2001;
Holdsworth, 2005]. Along with range information, the
position of the meteor in the sky can be accurately de-
termined.

The radar transmits at 32.5 MHz (λ = 9.23 m), with
a pulse repetition frequency (PRF) of 2143 kHz (Table
1). A pulse length of 13.3 µs corresponds to a relatively
poor range resolution of 2 km, which leads to some am-
biguity as to the altitude of any given meteor trail. How-
ever, the coarser resolution means that a meteor trail
is most likely fully contained within a range gate, which
is important in building accurate statistics. So the un-
certainty in the height measurement is considered small
when averaged over a large number of meteors.

Meteor radar parameters
Frequency 32.5 MHz
Wavelength 9.23 m
PRF 2143 Hz
Unambiguous range 70 km
Pulse length 13.3 µs
Range resolution 2 km

Table 1: Basic operational parameters employed by the
meteor radar.

The PRF leads to an aliasing range of 70 km, however,
since most meteors ablate at a height of 90 km (±20
km), the meteor signals detected are at least second-
trip echoes, depending on the zenith angle and range
of the individual meteor. Over the course of 2005, more
than 3.9 million meteors were observed over Esrange,
averaging over 10,000 per day. Over half of these were
rejected in order to ensure that only the most reliable
meteor signals, and corresponding decay times, were
retained (see Ballinger [2007] for details).

3.3. MST radar

The Esrange MST radar (ESRAD) is a sophisticated
multiple-receiver 52-MHz radar, primarily used to ob-
serve the dynamic state of the atmosphere, from the
troposphere to the lower thermosphere (1–110 km al-
titude). The antenna consists of a 16 × 18 array of 5-
element Yagi antennas, each approximately 6 m high
and 3 m across. The antennas are spaced approxi-
mately 4 m apart, corresponding to 0.7 times the radar
wavelength, with the central 4 Yagis removed to allow for
an operations hut (Figure 4).

Figure 4: A photograph of the MST radar located in Es-
range, Sweden. Some of the individual Yagi antennas
are seen, with the control hut located in the center of the
array.

The radar transmits at 52 MHz (λ = 5.77 m), with a
PRF for these experiments of 2343 kHz (see Table 2).
A pulse length of 1 µs corresponds to a height res-
olution of 150 m, which is sufficient to resolve most
mesospheric echoes. The PRF gives rise to an unam-
biguous range of 64 km, meaning that mesopause re-
gion features (∼ 85 km altitude) are clearly within the
second-trip echo returns. Hence, in order to isolate the
mesopause echoes it is important to differentiate be-
tween the signal returned from the first and second trip
echoes.
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MST radar (ESRAD) parameters
Frequency 52 MHz
Wavelength 5.77 m
Peak transmit power 72 kW
Maximum duty cycle 4.2 %
Beam width 5 degrees
PRF 2343 Hz
Unambiguous range 64 km
Pulse length 1 µs
Range resolution 150 m

Table 2: Basic operational parameters employed by ES-
RAD during the experiment.

MST radar waves typically scatter from variations in the
refractivity index on scales of half the radar wavelength
(Bragg scatter). Such fluctuations arise from sharp gra-
dients in temperature and humidity in the troposphere,
and from structures in the free electrons in the upper
mesosphere. The lack of moisture, the high thermal sta-
bility, and the relatively low transmit power, leads to ex-
tremely weak returns from the stratosphere, providing
a negligible contribution to the received power. Hence,
the tropopause essentially marks the upper range of
significant MST power returns, until nearing the iono-
sphere, where scatter from free electrons (also PMSE
in the case of ESRAD), provide significant returns. The
height of the tropopause at polar latitudes is generally
confined to ∼ 10 km [Gabriel et al., 1999], so beyond
this height any signal is likely to be associated with the
second-trip returns. Specifically in the case of ESRAD,
the returns detected at 14–29 km, are “corrected” by the
unambiguous range, to give an effective analysis range
of 78–93 km, that is centered about the mesopause.

Since the feature of interest to us, PMSE, was a sum-
mertime phenomenon, MST data were analyzed for the
period from June to August, 2005. Although many dif-
ferent atmospheric properties are diagnosed with MST
radar, the variables of interest in the current project were
the basic radar outputs: height (range), time, and SNR.

3.4. Analysis of meteor decay times

Since the variation of ambipolar diffusion coefficient with
height is important in some methods of temperature es-
timation, it was useful to construct vertical profiles of
decay time. In order to do this it was necessary to
determine a representative decay time for each height.
The traditional, “arithmetic” mean and standard devia-
tion were not the appropriate measures since the decay

times are not normally distributed. However, the distri-
bution is normal for the logarithm transformed values,
hence, the “geometric” mean (x) and standard deviation
(σ) can be calculated by

x = exp [mean (log X)] (8)

σ = exp [standard deviation (log X)] , (9)

where X is the log-normally distributed variable [Aitchi-
son and Brown, 1957].

A vertical profile of decay time was constructed by first
grouping all incoming meteors over a certain time pe-
riod into height “bins” of 1 km. This bin width allowed
sufficient vertical resolution, while still ensuring a large
number of meteors were in each group. The geomet-
ric mean decay time and standard deviation of each bin
were calculated, and a confidence interval given by

x

σ
zα/2√

n

< µ < xσ
zα/2√

n , (10)

for a sample of n meteors [Miller and Freund, 1977].
Here, µ represents the actual mean of the distribution,
with a 1 − α probability of lying within the bounds of
the confidence interval, and zα/2 is such that the area
under a normal curve to its right equals α/2. For in-
stance, to find the 95% confidence interval (α = 0.05)
in the position of the mean, one would set zα/2 = 1.96;
for 99% confidence interval (α = 0.01), one would set
zα/2 = 2.947 [Miller and Freund, 1977].

The annual mean decay time vertical profile for 2005 is
shown in Figure 5. The number of meteors (color shad-
ing) reflects the height distribution of incoming meteors,
with the majority of meteors falling between 80 km and
100 km. The confidence intervals are not shown since
they fall within the thickness of the line that plots the
mean decay time profile, indicating the general features
of the vertical profile are reliable.

The vertical decay time profile is characterized by a
lower maximum at approximately 83 km, with decay time
decreasing with altitude above this level, until an upper
minimum at approximately 96 km. The meteor decay
times throughout this region are assumed to be gov-
erned by ambipolar diffusion [e.g., Jones, 1975; Jones
and Jones, 1990; Hocking et al., 1997], with decay
time being proportional to pressure (decreasing with al-
titude). The vertical profile of decay time below 83 km,
and above 96 km, can be described as “kickback re-
gions”, where the decay time appears to increase gently
with altitude (for a similar result, see Figure 1 in Hall
et al. [2005]). Although the number of meteors is sig-
nificantly less in these regions, it appears these features
are real, and have been briefly discussed by others [e.g.,
Dyrud et al., 2001; Hall, 2002; Hall et al., 2005].



P13B.7 7

0.05 0.1 0.15 0.2 0.25 0.3
75

80

85

90

95

100

105
Decay time of meteor echoes in 2005

Decay time  (s)

H
ei

g
h

t 
 (

km
)

 

 

log
10

( n )

0.5

1

1.5

2

2.5

3

3.5

Figure 5: Decay time versus height of all meteors during
2005. Color shading indicates the number of meteors
(per 500 m × 5 msec window). The solid line indicates
the mean decay time.

Dyrud et al. [2001] attribute the upper level increase
in diffusion (decrease in decay time) to gradient drift
Farley-Buneman (GDFB) instability [Fejer et al., 1975],
that develops where the trail density gradient and elec-
tric field are largest. Above approximately 100 km (per-
haps as much as 5 km lower at polar latitudes), colli-
sions dominate ion motion causing them to diffuse out of
the trail. The electrons are unable to follow the ions, cre-
ating an electric field perpendicular to the meteor trail.
GDFB instabilities can grow, leading to anomalous dif-
fusion that exceeds the ambipolar diffusion rate by an
order of magnitude [Dyrud et al., 2001]. At lower alti-
tudes (below 96 km), electrons diffuse faster than ions,
reversing the electric field and damping any GDFB insta-
bility. While the upper “kickback” has important implica-
tions for studies that incorporate meteor data from these
altitudes, this research has focussed on the mesopause
region (below 90 km) where these effects should be neg-
ligible.

The reason for the lower “kickback” is more puzzling,
with only brief discussion in the literature to date. Hall
[2002] acknowledged that this feature is common, and
that diffusion only rarely continues to decrease (decay
time increase) at altitudes lower than 80–85 km. This is
contrary to predictions from ambipolar diffusion theory
(Equation 7), suggesting another process (or other pro-
cesses) contribute at these altitudes. The confidence
intervals defining the position of the mean decay time
profile are sufficiently narrow to rule out a statistical-
averaging effect due to the relatively low number of me-
teors in this height region.

Hall [2002] suggested that neutral air turbulence may
be leading to an overestimation of molecular diffusion,
but has subsequently rejected this hypothesis after an-
alyzing new data [Hall et al., 2005]. They suggest other
mechanisms that may contribute to the departures, in-
cluding incorrect meteor altitude determination (from er-
rors in the range and/or zenith angle estimation), and
incorrect decay time determination (from inappropriate
sampling of individual echoes). It is beyond the scope
of the current research to further address this concern,
except to acknowledge that the cause(s) of the lower
“kickback” may have important ramifications for the use
of meteor decay times below this altitude.

The region of interest in this report will be confined to
the mesopause region, using vertical profiles, and fre-
quency distributions of meteor data between 80 and 90
km. Although there is confidence in the observed mean
decay times within this region, caution is taken not to
attribute the decay times below the lower maximum to
ambipolar diffusion alone. In fact, it is proposed that at
least one other process (electron recombination) has a
detectable influence on meteor decay times throughout
the mesopause region.

3.5. Combining meteor and MST radar data

To effectively compare the observations from both
radars required a method by which each incoming me-
teor detected by the meteor radar was “matched” to
a particular MST observation, both in time and space.
Both the temporal (within 3 minutes) and spatial (within
150 m height) matching requirements ensured that me-
teors detected entering Earth’s atmosphere at times
when there were no corresponding MST measurements
were disregarded for the purpose of data compari-
son. This enabled further atmospheric information to be
added to the meteor database, chiefly the SNR (from
the MST radar) as a proxy for the presence of PMSE.

Despite the radars being almost collocated, the method
of matching the observations made by each radar
in space requires a broad assumption. This arises
from the difference in the phenomena being observed.
Through interferometric techniques, each meteor has
a specific range, zenith, and azimuth angle associated
with it, specifying its three-dimensional location. How-
ever, the MST radar does not distinguish the direction of
signal, rather it “sees” the return signal from the entire
area impinged by the transmitted beam.

For each meteor observed, the entire region being ob-
served by the MST radar, at the corresponding height,
is assumed to be homogeneous. The SNR observed by
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the MST radar is thus assumed to be representative of
the SNR in the immediate vicinity of any meteor trail at
the corresponding height. Under this assumption each
of the summer meteor echoes (June – August) were
matched to a corresponding MST derived SNR. These
SNR data were then used to ascertain the occurrence or
non-occurrence of PMSE. A meteor observed at a cer-
tain height (in any direction) is assumed to have ablated
in a region of “PMSE” or “No PMSE’, as determined by
the corresponding MST radar SNR.

Figure 6 illustrates scenarios when this assumption
holds true, and other cases when the assumption will in-
evitably lead to errors. First note that the diagram is ob-
viously not drawn to scale; in reality the two radars are
practically collocated, with the distance between them
only ∼ 1% of the range to the meteors and PMSE. The
meteor labeled ‘A’ is clearly not within a region of PMSE.
However, by assuming areal homogeneity of the SNR
detected overhead the MST radar, this method labels
the meteor as being associated with a region of PMSE,
as it is at the same height. Likewise, meteor ‘D’ is sim-
ilarly misdiagnosed as being in a region without PMSE,
because of the spatial inhomogeneity at the correspond-
ing height.

The assumption becomes increasingly valid as the me-
teor zenith angle decreases, since the required areal ex-
tent of the uniform echoes effectively reduces. For mete-
ors ‘B’ and ‘C’ in Figure 6, at relatively smaller zenith an-
gles, note that the scheme correctly attributes the mete-
ors to regions with and without PMSE, respectively. Cer-
tainly, for zenith angles less than ∼ 4.2◦, the beamwidth
of the MST radar, it is almost certain that the meteors
are collocated with the region of MST return echoes.

PMSEs are typically found at a height of ∼ 85 km (±3
km), so this part of the analysis was restricted to the re-
gion between 82–88 km. Meteors corresponding to MST
radar observed SNR > 0 dB (signal greater than the
noise) were regarded as being likely to have ablated in
the presence of PMSE, and were hence categorized as
“PMSE” meteors. Similarly, those meteors correspond-
ing to MST radar observed SNR ≤ −15 dB (less than
the median SNR) were regarded as being unlikely to
have ablated in the presence of PMSE, and were cat-
egorized as “No PMSE” meteors. Figure 7 shows the
frequency distribution of the MST radar SNR associated
with all incoming meteors (after filtering) for 2005, as
well as the distribution for the “PMSE” and “No PMSE”
meteors. There were far fewer meteors deemed to be in
regions of PMSE compared to those not in PMSE (ratio
of approximately 1:10), but this was expected consider-
ing the temporal and spatial evolution and variation of
PMSE.

Figure 6: Conceptual diagram outlining the limitations
of the areal homogeneity assumption. The meteor and
MST radar (with antenna pattern), incoming meteors
(yellow lines), PMSE (red regions) are all shown. Four
meteor detections are labeled:
Meteor A — Not in PMSE, but designated “PMSE”.
Meteor B — In PMSE, and designated “PMSE”.
Meteor C — Not in PMSE, and designated “No PMSE”.
Meteor D — In PMSE, but designated “No PMSE”.
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Figure 7: Upper panel : Frequency distribution of the
MST radar SNR associated with incoming meteors at
heights between 82–88 km, during June–August 2005.
Middle panel : Same as upper panel, but for the mete-
ors likely to be in a region of PMSE (SNR > 0 dB; 5%
of the total). Lower panel : Same as upper panel, but
for the meteors unlikely to be in a region of PMSE (SNR
≤ −15 dB; 49% of the total).
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4. RESULTS

4.1. Seasonal variation in meteor echo decay times

Using zonally-averaged mesospheric temperature and
pressure at various heights near the mesopause, taken
from the CIRA-86 reference atmosphere [Fleming et al.,
1990] at 70◦N, equations (6) and (7) can be used to
qualitatively predict the seasonal cycle of meteor decay
time, assuming diffusion by ambipolar processes alone
(Figure 8).
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Figure 8: Theoretical seasonal variation in the meteor
decay of the mesopause region. Data were taken from
the CIRA-86 reference atmosphere (70◦N), assuming
meteor trail decay by ambipolar diffusion alone.

The actual seasonal variation of meteor decay times is
shown in Figure 9, where the daily mean decay times for
meteors at heights between 80–90 km are plotted.
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Figure 9: Seasonal variation in the mean decay time
of meteors for 2005. The daily mean decay times are
shown (thin red line), as well as a 5-day running mean
(thick black line).

Although the data show a distinct seasonal cycle, there
is a noticeable difference to that predicted by ambipolar
diffusion theory alone. Instead of being collocated with
the time of minimum temperature, the maximum in de-
cay time is considerably earlier, at the start of May. It
is unclear whether this is best described as a seasonal
shift in the ambipolar diffusion response to the temper-
ature fluctuations, or some other process is playing a

role to reduce decay times, specifically during the sum-
mer months. The “seasonal shift” seems least likely, as
rather than suggest a lag, it requires the ambipolar diffu-
sion response to pre-empt the temperature fluctuations
by at least a month or two. Considering the molecu-
lar nature of ambipolar diffusion, this explanation seems
almost inconceivable. It would appear that some other
process or processes are reducing decay times prefer-
entially in the summer months.

Height-dependent effects that might be missed when
only viewing an average over a height range cannot be
ruled out. Hence, the seasonal variation of the vertical
profile of meteor decay times is investigated. A slight
variant of Figure 8 is shown in Figure 10, once again
using the CIRA-86 reference atmosphere. Plotted are
the theoretical vertical profiles of the monthly averaged
decay time (qualitative) for the mesopause region, once
again assuming ambipolar diffusion governs the decay.
The cooler summer months imply slower diffusion and
hence, longer decay times.
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Figure 10: Theoretical vertical profiles of the monthly-
averaged decay time derived using the CIRA-86 refer-
ence atmosphere conditions at 70◦N. The dashed line
indicates the annual mean.

The actual vertical profiles of mean meteor decay time
are shown in Figure 11. The left panel shows the
monthly mean decay time profiles, with the right panel
indicating the difference from the annual mean decay
time profile. Note that at higher altitudes the decay time
is consistent with the qualitative prediction shown in Fig-
ure 10. However, looking at the lower levels, notice the
departure from that which is expected with ambipolar
diffusion, particularly in the case for the summer months
(June–August). Indeed, more needs to done to under-
stood the lower “kickback” and the processes that deter-
mine its position and seasonal variation. Nonetheless,
the reduction in decay time during the summer months
is disproportionately large, and deserves further investi-
gation.
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Figure 11: Left panel : Vertical profiles of the monthly
mean decay time of meteor trails for 2005. The dashed
line indicates the annual average of the monthly mean
decay times. Right panel : Vertical profiles of the per-
turbation decay time, defined as the difference between
the monthly and annually averaged decay time.

4.2. Evidence for background charged particles

In order to compare weak and strong meteor echoes,
the incoming meteors were divided into two groups of
approximately the same number, based on the initial
trail strength (SNR). Meteor echoes with SNR < 12 dB
are termed weak, while echoes with SNR ≥ 12 dB are
termed strong. Note that this is not an absolute cat-
egorization, but rather a method of dividing the total
echoes into approximately equal numbers of “relatively
weaker” and “relatively stronger” meteor echoes. As per
the stated hypothesis, the initially weaker echoes should
be more affected by the presence of charged particles.

The mean profile of decay time for incoming meteors
during 2005, constructed for both weak (SNR < 12 dB)
and strong (SNR ≥ 12 dB) meteor trails is shown in
Figure 12. The thin lines represent the bounds of the
mean within a 99% confidence interval. A significant
reduction in decay time is evident throughout the range
∼82–88 km, with a maximum reduction of approximately
0.01 s (∼ 10%) at 83 km.

The frequency distribution of decay time for weak and
strong meteors for incoming meteors at heights between
80 km and 90 km is shown in Figure 13. There ap-
pears to be a pronounced shift towards lower decay
times for the weaker echoes. This reduction is appar-
ent across most decay times, showing little evidence for
reducing short or long decay times preferentially. These
findings support the suggestions made by Havnes and
Sigernes [2005] who stated that a discovery of shorter
decay times for weaker echoes gives evidence towards
the existence of charged particles in the mesopause re-
gion.
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Figure 12: Vertical profiles of mean decay time for 2005.
The profile of weak meteors (SNR < 12 dB) is shown
in blue; strong meteors (SNR ≥ 12 dB) in red. The thin
lines either side of the mean profiles indicate the 99%
confidence interval bounds.
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Figure 13: Frequency distributions of meteor decay
times for 2005. The distribution of weak meteors
(SNR < 12 dB) is shown in blue; strong meteors
(SNR ≥ 12 dB) in red.

It is useful to see if the seasonal cycle of decay time (dis-
cussed in Section 4.1) can shed light on some on the
processes affecting weak and strong meteor echoes.
Figure 14 shows three-monthly averages of the mean
decay time vertical profiles for the strong and weak me-
teors.

Note that the weaker trails have a consistently shorter
decay time, throughout the year, providing evidence of
the yearly charged state of the mesopause region. How-
ever, the extent of this reduction appears to vary season-
ally, with the most pronounced absorption being in the
first and fourth quarters when the “kickback” is at lower
altitudes. In fact, chiefly during the April–June quarter
when the maximum in decay time is at the highest alti-
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Figure 14: Seasonal variation in mean decay time ver-
tical profiles for 2005. The profiles of weak meteors
(SNR < 12 dB) are shown in blue; strong meteors
(SNR ≥ 12 dB) in red. January–March (upper left),
April–June (upper right), July–September (lower left),
and October–December (lower right).

tude, the stronger meteors actually have a lower mean
decay time at altitudes below this point. As discussed in
Section 3.4, the processes occurring below the height of
maximum decay time are poorly understood and clearly
deserve more investigation. While beyond the scope of
this report, future work is needed to isolate the dominant
processes of this region. However, the question remains
as to why, even above the “kickback”, there appears to
be a significantly smaller reduction in meteor decay time
due to the presence of charged ions during the summer
months, when it is during these months that ionization
levels are the greatest.

4.3. Evidence for charged aerosols associated with
PMSE

Vertical profiles of mean decay time were constructed
for both the “PMSE” and “No PMSE” meteors (Figure
15) during the 2005 summer months. Note that the 95%
confidence intervals are relatively large, especially in the
case of the “PMSE” meteors , reflecting the lower sam-
ple size from which the mean is determined.

Nonetheless, there is a noticeable reduction in decay
time over the small region centered on the peak of the
PMSE distribution. This demonstrates that those mete-
ors likely within PMSE are being absorbed by charged
particles. Furthermore, since background charged
species are quasi-uniformly spread throughout this re-

gion, and should affect all meteors, it is proposed that
the reduction seen in the PMSE meteors is an enhance-
ment to the regular absorption (discussed in Section
4.2), and is caused by large dust particles that have
been charged multiple times.
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Figure 15: Vertical profiles of mean decay time during
summer 2005, showing the profile for “PMSE” meteors
(solid line), and “No PMSE” meteors (dashed line). The
thin lines either side of the mean profiles indicate the
95% confidence interval bounds.

5. CONCLUSIONS

Charged particles, existing semi-permanently in the
mesopause region, have a marked effect on meteor de-
cay times, forcing a re-examination of the ambipolar dif-
fusion assumption. Processes, such as electron ab-
sorption, should not be ignored, especially in the case
of weaker meteors or meteors associated with PMSE.
If not taken into account, the ambipolar diffusion coef-
ficient can be overestimated. Hence, caution must be
taken when retrieving mesopausal temperatures using
meteor decay times. Used in conjunction with a modeled
pressure, an overestimate in ambipolar diffusion coeffi-
cient can lead to an overestimate in the temperature.

These results lead to a better understanding of the
mesopause region. Rockets have previously been the
only tool capable of observing the charged species in
the mesopause region, having the severe limitation of
being restricted to small spatial and temporal sampling.
Being able to indirectly observe the presence of pos-
itively charged particles by their effect on meteor de-
cay times opens up an entirely new realm of opportu-
nities for investigating the microphysical nature of this
unique region. With speculation still surrounding the
way PMSE is generated and maintained, this technique
adds another line of evidence to support the importance
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of highly charged particles. Furthermore, with meteor
data continually available throughout the year, greater
understanding into the seasonal and diurnal variations
of the mesopause region may be possible.
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