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INTRODUCTION

• Machine learning (ML) –based global weather forecasting models have 
demonstrated forecast skill on par with state-of-the-art numerical weather 
prediction models for short- to medium-range weather forecasting [1-5].

• But because such models are typically unstable at longer integration times [6], 
their use for subseasonal-to-seasonal (S2S) forecasting is limited.

• Various specialized ML-based models have been developed to predict a 
specific phenomenon on the S2S timescales (e.g., ENSO).

• We present results highlighting the useful forecast skill of our hybrid global 
climate model [7] for various phenomena on the S2S timescale.

METHODS

Figure 1. Our hybrid global climate model architecture. Blue boxes indicate a global model 
component. Red boxes indicate spatially local model component. 𝐮𝑮

𝒂  and 𝐯𝑮
𝒂 are global 

atmospheric and ocean state vectors obtained from observation-based training data. 𝒖𝑮
𝑯 

and 𝐯𝑮 are the global atmospheric and ocean state vectors predicted by the model.

• Our hybrid model combines data-driven ML components for the atmosphere 
and the ocean with a low-resolution AGCM (SPEEDY) (see Fig. 1).

• The atmospheric and ocean ML components are independently trained. They 
are coupled by providing as input to each a subset of the prognostic variables 
of the other.

• The ML components consist of spatially localized and independently trained 
ML units (reservoir computers). 

• The model is trained to make a one-step forward prediction. It can then be 
run in a configuration where the output at one time step is fed back in as 
input at the next time step. This can be used to make forecasts of any desired 
length.

RESULTS (cont.)

• Our model was trained on ERA5 and ORAS5 data for years 1981-2002.

• Our trained model was tested on the period Jan 2003 – Dec 2018 by making 2-
year forecasts with start dates separated by 30 days. Results are shown below.

Figure 2. Pearson correlation coefficient between the predicted and the observed Nino 
3.4 Index as a function of prediction lead time and prediction start month.

El-Nino Southern Oscillation (ENSO)

• Our model demonstrates useful forecast skill for predicting the ENSO sea 
surface temperature anomalies out to 4-8 months.

RESULTS (cont.)

Figure 3. Pearson correlation coefficients between global precipitation anomalies and the 
Nino 3.4 Index for each season. Black dots indicate correlations which are found to be 
statistically significant at the 95% confidence interval.

• Our model is generally able to capture the correlations between the global 
precipitation anomalies and the Nino 3.4 Index on a seasonal timescale.

Equatorial Waves 

• Our 2-year forecasts are able to capture various convectively coupled 
equatorial waves (e.g., Kelvin and Rossby waves) and signatures of the 
Madden-Julian Oscillations (see Fig. 4).

Figure 4. The normalized symmetric and components of Wheeler-Kiladis diagram 
obtained from our model forecasts (left) and from ERA5 data (right). 

CONCLUSION

• Our ML/physics-based hybrid global climate model has forecast skill with 
useful skill on the S2S timescale for various phenomena (e.g., ENSO, 
equatorial waves).

• Our trained model is very computationally efficient – can be run on a regular 
laptop to produce multi-year forecasts in just a couple of hours.
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