Computational Instability Arising from Yin-Yang Boundary
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1. Introduction

A Yin-Yang grid is a composite mesh proposed by Kageyama and Sato (2004). The technique allows us to create a global numerical weather prediction (NWP) model using a regional dynamical core.

In 2009, Japan Meteorological Agency (JMA) initiated a fundamental research to develop a global non-hydrostatic NWP model, and a Yin-Yang grid model, which is planned to use a regional model ASUCA (Ishida et al. 2010), has been one of candidates for a further development. Generally grid models don’t require all-to-all message passing interface (MPI) communication which spectral models require. Therefore when considering an operational use of the high resolution global non-hydrostatic model at a hyper parallel computing environment, grid models like a Yin-Yang grid have an advantage.

There are several ways to compose a Yin-Yang grid (Qaddouri and Lee 2011, Baba et al. 2010, Peng et al. 2006). The selection of the procedures is mainly depending on discretization methods and advection or flux calculation schemes. So far, the finite volume method (FVM) with the boundary region exchange (BRE) method (Sugimura et al. 2006) is examined in this study.

In the course of developing shallow-water and three-dimensional models, we have encountered computational stability problems. We have analyzed results to overcome the issues, and found that some of the problems are closely related to discretization methods and flux calculation schemes.

2. Non-hydrostatic model ASUCA

ASUCA is a regional NWP model developed by JMA, and will come into operation by the spring of 2014 as a very high resolution (2km grid) operational forecasting system. ASUCA adopts features below;

- The finite volume method (FMV) is used with a flux limiter by Koren (1993), which enables us to keep monotonicity and preserve conservation of scalar predictors without using any artificial numerical diffusion / viscosity to maintain computational stability,

- ASUCA can accommodate some map projections, using the general coordinate transformations, including
the Lambert conformal conic projection for the regional (domestic) forecasts
the spherical curvilinear coordinates (latitude - longitude projection) which is necessary for Yin-Yang grid expansion.

- ASUCA adopts a 3rd order Runge-Kutta time integration scheme proposed in Wicker and Skamarock (2002).

In this study, a Yin-Yang grid using ASUCA is examined.

The flux limiter by Koren (1993) can appropriately propagate a large (more than 10 grid long) signal with a quick motion (when courant number is close to 1). However it tends to dump a small (less than eight grid) signal with small velocity (courant number less than 0.2) as shown in Fig 1. The flux limiter contributes to the computational stability.

3. Problems and Discussions

3.1 Flux Adjustment at the Boundary

There are some techniques to ensure the accuracy of the conservation of scalar predictors by adjusting flux at boundaries. Peng et al. (2006) proposed such a technique named the conservative constraint (CC) for the Yin-Yang boundary. We examined CC for the shallow water test case 2 of Williamson et al. (1992), and obtained the result of a two-day integration shown in the upper panel of Fig. 2. It is quite different from the lower panel of Fig. 2, which is the result from the same test without CC. Calculation halted before 5 day integration for CC due to computational instability. Note that no artificial numerical diffusion / viscosity is used.

We examined a one dimensional shallow water test, in which two grid systems are joined through exchange of predictors at the boundary (see Fig. 3). Both grid systems have 204 grid (100 x 204 m) long calculation domains, and a cosine bell shaped signal is given as an initial perturbation near the center.
of the upper grid system. For this test, momentum exchange at both ends of the calculation domains is equivalent to CC.

The results with (upper) and without (lower) the boundary momentum exchange are shown in Fig.4. Reflection at the left end (boundary) of the upper grid system is seen in one with the boundary momentum exchange. Equations we used here are

$$\frac{\partial h}{\partial t} = \nabla (uh), \quad (1)$$
$$\frac{\partial (uh)}{\partial t} = \nabla (u^2h) + gh \frac{\partial h}{\partial x}, \quad (2)$$

where $h$ is thickness (m), $u$ is velocity (m/s), $g$ is the acceleration of the gravity (m/s$^2$), $t$ is time (sec), and $\Delta t = 10$ sec. When the temporal change rate (left side) in (2) is determined by the momentum ($uh$) at the other grid system rather than the distribution of thickness and momentum in own grid system, the boundary can be a non-holonomic, where reflection can occur. As is seen in case 2 of Williamson et al. (1992), computational instability can arise from the boundary momentum exchange named CC.

3.2 Discrepancy within the overlapped area

As for BRE, both (yin / yang) grid systems forecast independently for the overlapped area only exchanging information along the boundary region (the thick blue and red parts in Fig. 5). Serious problems might happen
when there are apparent discrepancies between the two grid systems within the overlapped area. A one dimensional shallow water test similar to one in the previous section is examined to find what happens around the boundary in such a condition. The overlapped lengths are 8+1/3 and 7+2/3 grids (Fig.6) instead of 4+1/3 and 3+2/3 for the previous section (Fig.3). As the initial field, a 2-grid long dent (see Fig.7) is given in the overlapped area only for the upper grid system of Fig. 6.

The results are shown in Fig. 8. Noises derived from the boundary are propagating in both directions, but they are not diminishing. This seems to result from the resonance within the overlap, since the frequency of the noise seems to be quite constant.

We have tried various measures to reduce the noise, and found a filter proposed by Shapiro (1971) is one of the most effective ways to moderate the issue as is shown in Baba et al. (2010). Shapiro’s filter dump only short-waves (less than eight grid signals), and the filter effectively damps noises (Fig.9).
4. Summary

Two types of computational instabilities arising from the Yin-Yang boundary are analyzed using one dimensional shallow-water model tests. These are related to

A) influence by a flux adjustment at the boundary,
B) discrepancy within the overlapped area.

As for problem A), we think it is difficult to adapt any flux adjustment at the boundary, because imbalance between scalar and momentum fields can cause noises around the boundary. As for problem B), it seems that the resonance within the overlapped area is related to the issue. Baba et al. (2010) used the filter proposed by Shapiro (1971) to moderate problem around the boundary, and we found it really is effective through the one dimensional test for our scheme.

5. Future Plan

We plan to develop a three dimensional Yin-Yang grid model named “ASUCA–GLOBAL” on the K computer of the Japanese High Performance Computing Infrastructure (HPCI) project, and will examine its dynamical nature and computational efficiency. Fig. 10 presents preliminary results from execution at the current JMA’s computer.

We found the efficiency of the Shapiro’s filter in this study, however we have not used it yet, since Shapiro’s filter requires wider (more than eight grids) halo region and larger amount of MPI communication. We need to consider such issues in the near future.
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Fig.10 Forecast samples by “ASUCA-global”. A 24-hour forecast of distribution of could amount starting at 00UTC 26 Oct. 2012 (left), and a 72 hour forecast of distribution of precipitation from the same initial time.


