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ABSTRACT 

The above anvil cirrus plume (AACP) is a weather phenomenon that signifies an intense 

tropopause-penetrating updraft which can inject cirrus clouds several kilometers into the 

stratosphere.  Storms that have such intense updrafts are often supercells which generate severe 

weather such as tornadoes, high winds, and hail.  In addition, AACPs moisten the stratosphere 

and influence the Earth’s radiative balance.  Though an AACP can be identified by the human eye, 

no automated AACP detection methods currently exist.  Lack of detection inhibits understanding 

of where and how often AACPs occur, and how these storms influence stratospheric air 

composition.  Previous work involved synthesis of multiple remote sensing and severe weather 

report/warning data sources to identify AACPs in Geostationary Operational Environmental 

Satellite system (GOES) satellite imagery and better understand their weather impacts. This 

current study demonstrates an automated AACP identification method based on the application 

of a deep learning segmentation model known as a U-net.  This study documents the 

development of a U-net model capable of identifying emergent AACPs using only satellite 

infrared (IR) and visible reflected sunlight imagery.  The performance of a U-net is quantitatively 

benchmarked with human AACP identifications and qualitatively assessed through animations of 

detections generated from GOES-16 1-minute temporal resolution imagery.   

 

1. Introduction and Background 

AACPs have been studied during the last 35 years and have been shown to be a precursor to 

severe weather patterns.  Previous research has shown that “1) AACP storms are significantly 



more likely to be severe than non-AACP storms, 2) AACPs regularly occur well in advance of 

severe weather, 3) severe weather occurs most often while an AACP is actively produced, and 4) 

the majority of severe weather reports, especially EF-2+ tornadoes and 2+ inch hail, are produced 

by storms with AACPs, and 5) early recognition of an AACP can provide comparable severe 

weather warning lead time to an expert NOAA National Weather Service forecaster” (Bedka et 

al. 2018).  

 Previous AACP research has successfully temporally and spatially fused data sources from 

GOES geostationary satellites (GEOsats) and U.S. Next Generation Weather Radar (NEXRAD) 

information.  Storm updrafts identified in NEXRAD data were manually identified in GOES satellite 

IR and visible imagery and labeled as an active AACP or just a regular storm updraft (Bedka et al. 

2018).  

 Although NEXRAD Doppler radar data has been successfully utilized in the U.S. to 

forecasts severe weather patterns, these radar systems are not available in many less well-

developed nations where AACPs occur.  However, GOES satellites are capable of collecting IR and 

visible imagery over these regions of the world with continuous observations collected at 10 

minute intervals, and up to 30 second intervals during field campaigns or especially high impact 

weather events. The tasks of manually identifying AACPs in satellite imagery is time-intensive 

though, thus an automated AACP detection method is highly desired.  

 This study will establish an automated means of detecting AACPs using a machine learning 

model known as a U-net.  U-nets were originally developed as a deep learning approach for the 

segmentation of neuronal structures in biomedical light microscopy images (Ronneberger et al., 



2015).  This study will show the application of this same model to GOES satellite IR and visible 

imagery for the semantic segmentation of active AACPs. 

 

2. Dataset and Exploratory Data Analysis 

The dataset used for this study consisted of six days of GOES imagery and NEXRAD radar storm 

tracks taken over both the Great Plains and the southeast regions of the U.S. during 2017.  The 

NEXRAD storm tracking method is described by Bedka et al. (2018) and Sandmael et al. (2019). 

GOES Imagery consisted of both Visible and IR imagery stored in Network Common Data Form 

(NetCDF) format, acquired from the University of Wisconsin Space Science and Engineering 

Center.  IR imagery from GOES-16 Mesoscale Domain Sectors had a resolution of 500 x 500 pixels, 

whereas visible imagery had a resolution of 2,000 x 2,000 pixels.  IR image pixels were replicated 

to match the dimensions of the visible image. Visible imagery reflectance varies throughout a day 

as clouds are illuminated differently as a function of solar zenith angle. Figures 2.a, 2.b, and 2.c 

below demonstrate the gradual decrease in reflectance from midday to sunset over the Great 

Plains region which can impact AACP detection capability.  

The NEXRAD information consisted of radar tracks of storm updrafts which were sampled 

at five minute intervals, but interpolated to one minute intervals to match the GOES-16 imaging 

frequency.  Each minute of storm lifetime had been labeled as either an active AACP or a non-

AACP storm cell based on analysis by a human expert for a previous research effort (Bedka et al., 

2018). Both AACP and non-AACP updrafts were observed to be simultaneously present in GOES 

imagery and often geographically close to one another as displayed in Figure 1 below.  



Although these GOES and NEXRAD were not synchronized to acquire data at exactly the 

same time, the relatively high sampling rate ensured that satellite imagery could be temporally 

matched to radar storm tracks with only a maximum of 30 seconds of potential time-shift error 

between the two.  The NetCDF files also contained latitude and longitude information for each 

pixel in an IR or visible satellite image.  After applying corrections to the satellite latitudes and 

longitudes due to parallax, each pixel of satellite imagery could be spatially matched to storm 

track information in the NEXRAD dataset. 

  

3. Data Engineering and Labeling 

In this study, the data consisted of radar-observed storm cells which had been manually expert-

labeled as either an AACP or a non-AACP.  This data could be aligned temporally and spatially to 

find point labels of storm cell updrafts on both IR and visible GOES imagery.  However, the process 

of originally labeling a storm cell as an AACP or non-AACP depended not only on visually 

identifying a storm updraft but also of observing a cirrus plume being ejected from the updraft.  

These cirrus plumes were not localized to a single pixel, but could be observed in several storms 

as flowing outward from the updraft up to hundreds of kilometers downwind in the stratosphere.

 Because the manual process of identifying AACPs depended on the observation of an 

updraft with an active plume, the model selected for AACP identification was a U-net for semantic 

segmentation.  Segmentation models rely on hand-labelled imagery with masks identifying 

separate classes of prediction.  Utilizing a U-net for this study required methodical image 

preprocessing prior to model training.  It also necessitated hand-labeling of both AACP updrafts 

and associated plumes in GOES images. 



Satellite image “sandwiching” was selected as the method for combining both IR and 

visible satellite channels for input into the U-Net.  This method has been used extensively by 

weather forecasters to view visible data in grayscale with an IR colormap overlay on top as shown 

in Figure 3 below (Valachová and Setvák, 2017).  Sandwiching was selected as a means of 

preserving both cloud temperature and visible light texture information in both time and space 

for input to the machine learning model. 

Prior to combining IR and visible data, each channel required separate preprocessing.  IR 

pixel values greater than 233.15K were not used to build the colormap overlay.  All remaining 

values less than or equal to 233.15K were projected into a dedicated colormap ranging in scale 

from 190K to 233.15K.  Any value less than 190K was set to 190K.  The main goal of this process 

was to project temperature pixel values to the same color for the colormap regardless of the 

range of temperature values present in a single image.  This would ensure that the model could 

learn the significance of cloud temperatures across multiple images, the colormap range would 

not be constantly shifting between relative temperature ranges present for only a single image. 

Visible image processing was designed to be robust to changes in light reflectance 

throughout the period of visible daylight.  Unlike the IR imagery though, reflectance visible pixel 

values had a wide degree of variability throughout the period of visible sunlight as shown in 

Figures 2.a, 2.b, and 2.c below.  Also, visible data was not available during night local time of 

observed areas. 

The dataset was first subsetted to exclude periods where solar zenith angle (SZA) 

exceeded 82 degrees.  Each visible image was normalized based on the minimum and maximum 

pixel values in the image.  Contrast limited adaptive histogram equalization (CLAHE) was then 



performed across the visible imagery in order to improve contrast in textured storm cloud images 

(Pizer et al. 2018).  A comparison of the original visible imagery pre and post-CLAHE can be viewed 

in Figures 4.a and 4.b below. 

 Labeling data presented a challenge given the size and number of storms in the dataset.  

Previous efforts at labeling AACP and non-AACP updrafts were point labels centered on the storm 

updraft (Bedka et al. 2018).  The U-net model required segmented images where an entire region 

of pixels comprising the AACP would be marked as an AACP as seen in Figure 5.b below.  This 

labeling process involved drawing polygons across imagery which would encapsulate both an 

AACP’s storm updraft as well as the cirrus plume produced by the updraft.  

 Fuzzy labeling was also utilized for drawing AACP polygons in the segmentation masks 

which would be used for model prediction.  Storm updrafts which were not AACPs were not 

marked with a polygon and had a corresponding value of 0.0 in the labeled mask representing a 

probability of 0.0 for the existence of an AACP. Storm cells which had developed into easily 

distinguishable AACP updrafts with an associated ejected plume were segmented in mask 

polygons with a value of 1.0 for a 1.0 probability of being an AACP.  However, storms which were 

transitioning between a state of non-AACP to AACP (or vice-versa) were often less readily-

distinguishable.  Polygons with a mask value of 0.5 were drawn around these storms area to 

represent a reduced degree of uncertainty.  Fuzzy labeling was utilized to provide a smoother 

gradient for model training over storm draft areas in a transitory, uncertain state (Zadeh, 1965).   

 The six days of previously labeled data included 11,470 minutes of storm cell lifetime 

captured across 3,179 GOES images.  Due to time and manpower constraints, only a subset of 

these images were labeled with polygons denoting an AACP cloud.  Because the U-net image 



input size was set at 256 x 256 image pixels, a reduced subset of the original 2,000 x 2,000 pixel 

imagery could be labeled without requiring complete labeling of all images in the dataset. 

 

4. Model Training, Cross-Validation, and Evaluation of Results 

Once the data had been prepared and properly labeled, the U-net model was built and trained 

to provide segmentation on a 256 x 256 pixel subset of sandwiched IR and visible imagery.  The 

U-net architecture consisted of 4 blocks of convolutional and max pooling downsampling layers.  

These blocks were then upsampled in follow-on convolutional and upsampling blocks that were 

concatenated with the original downsampling block layers as per a standard U-net design (Hao, 

2019).  Dropout layers were also included within the model for regularization.  The model 

architecture is depicted in Figure 6 below. 

 The model was trained with six-fold cross-validation to test goodness of fit across the 

entire dataset.  Binary cross-entropy was utilized as the loss function with the Adam algorithm as 

an optimizer (Kingma and Ba, 2014).  Details on cross-validation are provided below.  Model 

overfitting was also prevented by monitoring a holdout validation set and stopping learning once 

improvement in validation performance began to deteriorate.  

 As mentioned above, the dataset consisted of AACP-producing storm systems which had 

been collected and labeled for six days of data.  6-fold cross-validation was utilized with each 

separate day of data representing a single fold.  Fold stratification by day vice randomly sampling 

fold membership across the entire dataset ensured avoidance of inadvertent data leaks between 

training and test folds and consequent inflated model performance results.  This cross-validation 

strategy was inspired by psychophysiology classification where non-stationarity in physiological 



time-series signals and random sampling training and test data may lead to model overfitting on 

noise and poor model generalization (Brouwer et al. 2015). For each fold of cross-validation, four 

folds (days) were used for training, 1 fold for validation to prevent overfitting, and one fold for 

testing.  Training, validation, and test fold membership were rotated as shown in Table 1 below.  

 Objective model evaluation proved to be challenging for this dataset.  This was primarily 

due to the subjectivity of hand-labeling of AACP cloud boundaries, with bounds that may vary 

depending on the interpretation of the human analyst.  Therefore we assess the quality of results 

based on both qualitative visual analysis and quantitative metrics.  A naïve benchmark was 

utilized to determine if the model was subject to high bias.  As mentioned above, the U-net model 

was trained using binary cross-entropy.  This function is shown below:  

𝐿 =  −
1

𝑛
∑ 𝑦 ∗ ln(�̂�) + (1 − 𝑦) ∗ ln(1 − �̂�) 

Where n is the number of pixels, y is the “true” labeled value associated with a pixel, and �̂� is the 

predicted probability from the model.  High bias machine learning models often simply learn the 

underlying probability distribution within a training set’s labels.  A naïve benchmark was created 

simply by calculating binary cross entropy using the arithmetic mean of all pixels in each cross-

validation folds’ training set labels against the test folds’ true label values.  These were then 

compared against model prediction to ensure the model’s binary cross entropy calculation was 

consistently less than the naïve benchmark for each fold of cross-validation.  Results are shown 

in Table 2 below.  

 Intersection over union (IoU) was also utilized to evaluate model performance.  IoU is a 

standard metric for measuring semantic segmentation model goodness of fit and is calculated by 

dividing true positives by the sum of false positives, true positives, and false negatives as shown 



in Figure 7 below.  IoU results across all folds of cross-validation is shown in the third column of 

Table 2 below.  IoU averaged across all cross-validation folds was 0.33126.  The IoU metric is 

typically used for the semantic segmentation of discrete objects in imagery (i.e. vehicles, 

pedestrians, roads, etc.).  When applied for evaluation on semantic segmentation of a dynamic 

fluid like an AACP updraft and plume, the IoU metric can be penalized due to inherent uncertainty 

in boundary labeling and a tendency for humans to label areas in which they are most confident, 

thereby excluding diffuse plume edges.  Therefore, qualitative analysis of model prediction was 

also performed post model training.   As shown in Figure 8.c below, the U-net model has 

identified active AACP updrafts and downwind ejection of plumes.  However, the area of AACP 

prediction does not exactly correspond with the hand-labeled AACP masks displayed in Figure 

8.b against which model prediction was evaluated.  For this image, the U-net model’s IoU was 

0.225.  Purely quantitatively, the model appears to have performed poorly in identifying active 

AACPs.  However, from a qualitative perspective, the model’s performance appears stronger.  It 

has identified active AACP updrafts as well as regions downwind associated with the ejected 

plume. 

 

5. Summary 

Above anvil cirrus plumes (AACP) often precede severe weather events such as tornadoes and 

severe hail.  Automated detection of AACPs using satellite imagery alone would aid in the early 

detection of such events even in regions of the world where weather radar coverage is lacking.  

An automated detection mechanism would also improve understanding of the climatology of 

AACP storms and their impact on stratospheric composition.  Using visible and IR satellite imagery 



as input into a U-net deep convolutional neural network with radar-derived storm cell tracks and 

human AACP identifications as training output, we were able to achieve promising automated 

detection of AACPs.  

 

6. Future Work 

Future work for automated AACP identification will focus on incorporating temporal data into 

model training by leveraging deep learning models with memory.  One particularly promising 

model for future exploration, implementation, and evaluation will be a fully connected network 

long short-term memory (FCN-LSTM) model which has been previously utilized for spatio-

temporal identification of specific crops in satellite imagery (Teimouri et al. 2019). 

Additionally, separate machine learning models for both updraft identification and plume 

detection will be explored.  Lightning flash extent density from ground-based networks like the 

Earth Networks Total Lightning Network (Rudlosky 2015) or from the space-borne Geostationary 

Lightning Mapper instrument (Goodman et al. 2013) will also be incorporated as a third channel 

for updraft identification of active AACPs.  The combined output of these two models may then 

be synthesized utilizing meta-modeling machine learning techniques.  Results for model 

prediction will also be improved using probability threshold tuning. 

Cloud-hosted machine learning technologies will also be investigated for automated 

AACP pattern identification.  For example, the Google Cloud Platform (GCP) AutoML Video 

Intelligence service is specifically designed for pattern recognition in video.  This off-the-shelf 

capability may provide high-fidelity predictions and/or a separate input for improving meta-

model predictions. 
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Fold Training Data Dates Validation Data Date Test Data Date 

1 20170516, 20170518, 20170628, 20170629 20170405 20170328 

2 20170328, 20170518, 20170628, 20170629 20170516 20170405 

3 20170328, 20170405, 20170628, 20170629 20170518 20170516 

4 20170328, 20170405, 20170516, 20170629 20170628 20170518 

5 20170328, 20170405, 20170516, 20170518 20170629 20170628 

6 20170405, 20170516, 20170518, 20170628 20170328 20170629 

Table 1: Cross-validation fold membership by date.  Dates are listed in ‘yyyymmdd’ format. 
 

Fold Naïve Benchmark Loss Model Test Set Loss Model Test Set IoU 

1 0.17614 0.11920 0.28538 

2 0.25143 0.14934 0.40495 

3 0.18237 0.11001 0.37995 

4 0.21927 0.18067 0.32163 

5 0.15833 0.11326 0.26869 

6 0.13114 0.08464 0.32694 

Table 2: Naïve binary cross entropy benchmark and model performance on the test set by cross-
validation fold. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Figure 1: GOES-16 visible imagery of two closely located storm updrafts.  The updraft in the 
center of the image is a fully developed AACP.  The updraft to the south is a storm that has not 
developed into an AACP. 
 

 

 
Figure 2: GOES visible images taken over the Great Plains region on May 18 and 19, 2017 at 
times (A) 18:00:26 UTC, (B) 23:59:26 UTC, and (C) 01:59:26 UTC.  Visible reflectance is shown 
with a constant colormap across the imagery taken with varying levels of sunlight.   
 
 



 
Figure 3: GOES-16 visible image with an IR colormap overlay “sandwich”. 
 
 



 
Figure 4: GOES 16 (A) original visible imagery and (B) image after CLAHE preprocessing 
 

 
 
Figure 5: GOES 16 (A) visible-IR sandwiched imagery and (B) hand-labeled segmentation of 
active AACPs (green overlay).  The original expert-labeled storm cells are also overlaid as black 
“bullseye” circles and black squares for AACP and non-AACP updrafts respectively.   
 
 
 



 
Figure 6: U-net model architecture. 
 

 
Figure 7: Intersection over union calculation. 
 
 
 
 
 



 
Figure 8: GOES 16 (A) visible-IR sandwiched imagery, (B) hand-labeled masks of AACP updrafts 
and plumes, and (C) U-net model prediction for AACP updrafts and plumes.  The original expert-
labeled storm cells are also overlaid as black “bullseye” circles and black squares for AACP and 
non-AACP updrafts respectively.   


