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ABSTRACT

In Engineering, complete control of the simulation environment is used to efficiently arrive at designs for subsequent implementation and minimize trial and error. Here, a monte-carlo based phased-array weather radar simulator is developed. The results obtained are validated with theoretical predictions for the auto- and cross-spectra and the correlation function expectation. Future work includes using this simulator as a tool to better interpret observations made using the spaced-antenna system.

1. Introduction

The application of the spaced-antenna method, if proven practical for weather radars, is a potential means of single radar based high angular resolution wind-vector retrieval (Zhang and Doviak (2007), Pazmany et al. (2004)). However, to arrive at designs for spaced-antenna implementation and accurately interpret observations using a spaced-antenna weather radar, numerical simulations are essential.

Commonly used simulation techniques to mimic volume scattering scenarios seen by a radar include - methods that, having assumed a functional form for the spectra dither it, and immerse it in white noise (Zrnic (1975)) and methods that directly simulate backscattered E-fields at the antenna system (Holdsworth and Reid (1995), Cheong and Palmer (2008)). The former class of techniques assumes an apriori spectral shape and does not allow for modelling of physical processes. Since conditions that violate assuming the desired spectral shape might go unrecognized with this former class of methods, it has limited ability to engineer radar systems on. Here, we develop a phased-array weather radar simulator based on simulations of scatterer advection by spatially homogeneous mean wind and velocity turbulence. The following section presents our approach to SA aperture synthesis using an active phased-array antenna system and the simulation methodology to mimic the same. The obtained results are then validated with theoretical predictions.

2. Methodology

a. Considerations for spaced-antenna wind-estimation

Spaced-Antenna concepts have been reviewed in several works (Briggs et al. 1950; Briggs 1984; Larsen and Röttger 1989; Doviak et al. 1996; Holloway et al. 1997; Zhang and Doviak 2007), and can be explained through the cross-correlation function of back-scattered electric fields sampled by two mono-static antenna systems $A_1$ and $A_2$ separated by a baseline $\Delta x$. Effectively, spaced-antenna wind-estimation is based on a model for the correlation function expectation (or equivalently spectra) given by

$$|\gamma(\Delta x, \tau)| = \exp\{-k^2\phi_e^2[v_x \tau - \Delta x]^2\} \exp\{-k^2\theta_e^2 v_y^2 \tau^2\} \exp\{-2k^2\sigma^2_{tz} \tau^2\}$$

(1)

where, $k$ is the radar wavenumber, $\Delta x$ is the spaced-antenna baseline, $\sigma_{tz}$ is the RMS radial velocity due to velocity turbulence, $v_x$ and $v_y$ are the respective along- and cross-baseline components of velocity, and $\phi_e$ and $\theta_e$ are standard deviations that describe the two way azimuth and elevation beamwidths respectively. These are related to conventional 3-dB beamwidths by $\phi_e = \frac{\phi^{'}}{\sqrt{\ln 2}}$ where $\phi^{'}$ is the one way 3-dB beamwidth. The expression in (1) is the product of three Gaussian terms. The first describes the effect of the along-baseline wind on the correlation and is the term of primary interest. The second term describes the effect of cross-baseline winds. Small cross-baseline beamwidths reduce its impact. Together, these first two terms describe decorrelation due to a mean wind traversing a finite beamwidth antenna pattern and are denoted beam-broadening decorrelation. The third term in (1) describes the effect of velocity turbulence on the correlation. Being centered at zero-lag, the third term shifts the cross-correlation function towards zero-lag and reduces its absolute value. To mitigate the effect of velocity turbulence, the two antenna apertures must physically overlap to allow for SA wind estimation at microwave frequencies (Holloway et al. (1997)).

The University of Massachusetts is developing an X-band planar active phased-array antenna system that is
capable of electronic scanning in azimuth and mechanical actuation in elevation (Salazar et al. 2008). It consists of 64 element array of fan beam antenna elements. Behind each fan beam antenna element, transmit-receive modules provide programmable amplitude weighting on transmit and receive. Fig. 2 depicts our approach to implementing overlapped spaced apertures using this phased-array antenna system. The entire array aperture is used upon transmission, while alternating portions of the array are used upon reception. Auto and cross-correlations may be produced with the interleaved time series from separate portions of the array. The effective phase-centers of the overlapped apertures are located midway between the centers of the transmit and receive apertures. Therefore, with this implementation, the effective SA baseline is half the physical distance between the centers of the “left” and “right” receive apertures. This is similar to the scheme employed by the MAPR UHF radar (Coln et al. 1997, 2001) and to that described using the NWRT S-band radar (Zhang and Doviak 2007). The primary strength of the phased-array is in the ability to synthesize various SA baselines and effective aperture sizes through the programmable amplitude-weighting on transmit and receive.

Fig. 1. Time series of transmit/receive aperture weighting indicating alternating left and right receive apertures interleaved with the transmit pulse.

b. Simulation of an active phased-array SA weather radar

Our approach to numerical simulations is to estimate correlation coefficients from simulated backscattered E-fields at spaced antennas using a weather radar simulator capable of generating two-dimensional (time and azimuth) data, similar to that described in Cheong and Palmer (2008) and Holdsworth and Reid (1995). The general structure of the simulation algorithm we use for our study is depicted in Fig. 2.

To initialize the simulator, the complex excitation coefficients of the phased-array antenna system, radar and meteorological parameters are prescribed. From these values, an enclosing volume centered on the illuminated footprint is defined. The dimensions of the initialized resolution volume are dictated by the smallest receive-aperture we wish to investigate for spaced-antenna aperture synthesis and the range resolution. This choice of the azimuthal dimension of the bounding-volume is, solely, to provide convenient run times for the simulation. Volume scattering is then simulated with random spatial sampling of (2)

\[ V_J(t) = \sum_{n=1}^{n_s} A_{Jn} R_{Jn} \exp\left\{-jk [r + r_{nJ}] \right\} \]  

(2)

where, \( J = 1, 2, 3, ..., 64 \) denotes the elements of the phased-array antenna system, \( A_{Jn} \) is the antenna weighting function and \( R_{Jn} \) is the range weighting function. The antenna weighting functions used to mimic a volume scattering scenario is given by (Doviak and Zrnić (1993), Zhang and Doviak (2007)).

\[ A_{nJ}[r(t)] = \exp\left\{-\frac{(x_n-x(t))^2}{4\sigma_{te}^2\phi_{elem}^2} - \frac{(x_J-x_n(t))^2}{4\sigma_{te}^2\phi_{elem}^2} \right\} \]  

\[ \exp\left\{-\frac{(y_0-y(t))^2}{2\sigma_{te}^2\phi_e^2} \right\} \]  

(3)

where, \( n = 1, 2, ..., n_s \) represents the scatterers within the resolution volume, \( \phi_{te} \) is the azimuthal transmit beamwidth, \( \phi_{elem} \) is the azimuthal element pattern beamwidth, \( \phi_e \) is the effective 2-way elevational beamwidth. The range weighting function and its relationship to transmitted chirp bandwidth is given by (Doviak and Zrnić (1993))
\[ R_n[r(t)] = \exp\left\{ \frac{-(Z_0 - Z_n(t))}{2\sigma_R^2} \right\} \quad (4) \]

\[ \sigma_R = \frac{0.35}{2B} \quad (5) \]

where, \( c \) is the speed of light (m/s) and \( B \) is the transmitted chirp bandwidth. The constant 0.35 approximately accounts for losses due to amplitude modulation of the chirp and finite receiver bandwidth.

Scatterer locations are updated at every time-step corresponding to the pulse repetition interval based on the superposition of mean and turbulent velocity components along each co-ordinate. We use simple Gaussian distributed pseudo-random numbers to generate the turbulent velocity fields. Since the omission of temporal continuity of the velocity turbulence causes individual scatterers to have abrupt changes in the turbulent velocity (Holdsworth and Reid (1995)), we run a continuous 5-point moving average filter to low-pass filter the turbulent velocity spectrum in the temporal dimension (Cheong and Palmer (2008)). It is this low-pass filtering by the moving-average filter that distinguishes velocity turbulence from random Brownian motion or random changes in the phase of the composite signal introduced by thermal noise. Cheong and Palmer (2008) also report that abrupt changes in the spatial continuity of the velocity turbulence fields translate to errors in beam forming. We alleviate this problem by simply fixing the range to the radar resolution volume to be large.

Once the time- and azimuthal-series data are generated at each element, thermal noise is scaled and added directly to each element according to (6), assuming that the thermal noise generated at the elements are uncorrelated. Now, when the elements are combined, the signal power increases as \( N_R^2 \), as the signal voltages add coherently. The noise power, however, only increases as \( N_R \) as they have random phase.

\[ SNR_{elem} = \frac{SNR_{Rec-Array}}{64} \quad (6) \]

Finally, the time-series data are summed across several antenna elements and used to provide time-series samples of each aperture. Raw spectra are then estimated from this time-series using alternate samples, to mimic interleaving. Denote the received voltages at the left aperture \( TR_1 \) as \( e_1 \) and the right aperture \( TR_2 \) as \( e_2 \). Since the time series \( e_2 \) lags \( e_1 \) by one PRT due to this interleaving, a phase compensation is applied to correct for the time offset and is given by

\[ e_2(t + t_0) \leftrightarrow e^{2\pi ft_0} \quad (7) \]

where, \( t_0 = PRT \) and \( \leftrightarrow \) denotes a Fourier pair. Note that this is mathematically equivalent to interpolating between samples of \( e_2 \) in the time domain. Nonetheless, we transform to the time-domain in this work only after applying this phase-compensation in the frequency-domain.

### Table 1. Nominal simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar center frequency</td>
<td>9.6 GHz</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>0.5 kHz</td>
</tr>
<tr>
<td>Phased-array element spacing</td>
<td>1.6 cm</td>
</tr>
<tr>
<td>Number of available elements</td>
<td>64</td>
</tr>
<tr>
<td>3-dB beamwidth</td>
<td>3°</td>
</tr>
<tr>
<td>Spaced antenna separation</td>
<td>8 cm</td>
</tr>
<tr>
<td>Dwell Time</td>
<td>2 s</td>
</tr>
<tr>
<td>Range to resolution volume</td>
<td>10 km</td>
</tr>
<tr>
<td>Number of scatterers</td>
<td>300</td>
</tr>
<tr>
<td>SA baseline wind speed</td>
<td>10 m/s</td>
</tr>
<tr>
<td>Cross-baseline wind speed</td>
<td>0 m/s</td>
</tr>
<tr>
<td>Radial (Doppler) Velocity</td>
<td>10 m/s</td>
</tr>
<tr>
<td>RMS Velocity Turbulence</td>
<td>0 m/s</td>
</tr>
<tr>
<td>Signal-to-Noise Ratio</td>
<td>10 dB</td>
</tr>
</tbody>
</table>

### 3. Validation

In this section, results obtained with the simulator in the absence of velocity turbulence are validated with theoretical predictions. Fig. 3a-b shows the magnitude of the Doppler spectrum and phase of the cross-spectrum respectively for the indicated SNR across the receive array after this phase compensation is applied. As expected, the DFT coefficients in the doppler-spectrum are spiky as they are nearly exponentially distributed to begin with. The statistics of these DFT coefficient estimates improve with smoothing or accumulation of periodograms. In this work, we only consider smoothing the periodograms and make no distinction between the duration of the FFT and dwell time. Fig. 3b shows the cross-spectral phase corresponding to Fig. 3a. Notice the linear increase of the cross-spectral phase in the corresponding signal containing part in Fig. 3a. The cross-spectral phase is uniformly distributed from \(-\pi\) to \(\pi\) otherwise.

Fig. 4 compares estimated auto- and cross-correlation functions with and without interleaving processing for the indicated SNR at the receive aperture. Note the spike in the cross-correlation function at zero-lag due to thermal noise when the time offset due to interleaving is absent. For interleaving processing, this spike is absent because the cross-correlation coefficient at zero-lag has been estimated by interpolating between lags \(+1\). By virtue of having largely overlapping beams, such spikes at zero-lag have been reported in spaced antenna systems with no overlapping elements. This is because of the relative contribution of the antenna noise temperature to system...
noise. For example, Zhang et al. (2004) report that the cross-correlation sample at zero-lag is omitted for processing with the MAPR. The net effect of all this is that active
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Fig. 3. a: Magnitude of Doppler spectrum estimates from simulated received Voltages for the indicated SNR at the receive aperture. Fig. b: Cross-spectral phase corresponding to Fig. 3a. The simulation parameters for Fig. 3a-b are indicated in Table b.
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Fig. 4. Estimated Correlation Coefficients from simulated received Voltages at the phased-array antenna elements in the absence of velocity turbulence for simulation parameters indicated in Table b. Fig. a - No offset. Fig. b - Processing with time offset of 1 PRT. Lines indicate Eqn. (1) multiplied by $\gamma_{SNR} = \frac{1}{1 + SNR}$ and the scatter points correlation coefficient estimates. Auto-correlation functions are centered at zero-lag and Cross-correlation functions are centered at non-zero lags. Note the spike at zero-lag in the cross-correlation function that scales with SNR for no offset alone.
phased-array implementations lose little information due to interleaving. By virtue of having more overlapping elements, these SA implementations possibly offer the advantage of lesser errors due to RF beamforming as compared to monopulse implementations (which Zhang and Doviak (2007) shows to be equivalent to receiving with L/R aperture halves).

4. Summary and Future Work

This paper describes a spaced-antenna implementation using an X-band active phased-array antenna system in development at the University of Massachusetts. Flexible control of the aperture upon transmit and receive enables alternating portions of the array to be used for alternate pulse, thereby synthesizing interleaved spaced apertures. A monte-carlo based weather radar simulator was developed to simulate backscattered receive voltages at the antenna elements. These simulated voltages at the antenna elements can be combined to mimic the described spaced-antenna system. The results obtained were validated with theoretical predictions for the auto- and cross-spectra and the correlation function expectations. The simulator developed herein can be used to arrive at designs for subsequent implementation and as a tool to better interpret observations from the phased-array spaced-antenna system.
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