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1. INTRODUCTION

The use of non-uniform pulsing intervals presents
a solution to the so-called Doppler dilemma which
restricts the measurement of high-speed tar-
gets with a pulsed Doppler radar at large dis-
tances (Pirttilä et al. (2005)). Contrary to popu-
lar belief that development of proper ground clut-
ter removal algorithms for non-uniform sampling
is impracticable, we demonstrate a ground clutter
removal system with superior performance com-
pared to standard schemes. The clutter removal
algorithm utilizes dual-polarization information in
detecting if a signal should be filtered, c.f. CMD
by Hubbert et al. (2009).

Standard pulsing schemes, such as using uni-
form pulsing (single-PRT) or fast switching be-
tween two pulsing frequencies (dual-PRF), have
their own advantages. These include, for exam-
ple, simple and computationally inexpensive sig-
nal processing algorithms. Rapid development
of modern processors has, however, relaxed the
computational efficiency requirements for real-
time analysis of a weather radar data. The adap-
tive clutter removal algorithm presented here is an
example of a computationally more challenging
method which is capable of operating in real time
on an off-the-shelf personal computer through ef-
ficient utilization of the CPU’s vector processor.

For the non-uniform pulsing scheme, we
choose a triple-PRT setup capable of handling
velocities up to 50 m/s with an operating radius
of 260 km. In addition to the extended unam-
biguous velocity domain covering typical weather
phenomena, advantages of using triple-PRT puls-
ing include improved reflectivity Z estimates from
signals containing a ground clutter component.
Moreover, due to the higher maximum veloc-
ity limit it is possible to obtain improved veloc-
ity distribution information through spectral analy-
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sis. Standard dual-polarization products are esti-
mated similarly as with other pulsing schemes.

The triple-PRT scheme is tested using a C-
band weather radar during the spring and sum-
mer of 2012 in Helsinki, Finland. In the mea-
surements, triple-PRT, single-PRT and dual-PRF
schemes were operated consecutively separated
by time intervals of a few minutes enabling direct
comparison. The single-PRT and dual-PRF mea-
surements were processed using the standard al-
gorithms of Vaisala’s RVP900 signal processor.
In addition to measurements, the triple-PRT algo-
rithm has been tested extensively using simulated
data.

2. METHOD

2.1. Triple-PRT

In the triple-PRT scheme, patterns consisting of
three pulses are sent repeatedly. The three
pulses are separated by unequal time intervals,
for example by 1750 µs, 2000 µs and 2500 µs.
Figure 1 illustrates the single-, dual- and triple-
PRT pulsing schemes.
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Figure 1: Illustration of single-, dual- and triple-
PRT pulsing schemes.
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The unambiguous velocity range for the differ-
ent schemes is determined in theory by the great-
est common divisor (GCD) of the pulse intervals.
For example, for dual- and triple-PRT in this ex-
ample, the GCD is 250 µs, translating to a max-
imal unambiguous velocity of over 50 m/s for a
C-band radar with λ = 0.0535 cm. However, the
time interval ratios must be chosen carefully for
two reasons: the system must (1) be fault-tolerant
against errors due to low signal-to-noise ratios
(SNR) and (2) survive ground clutter filtering for
various different input signals. Most importantly,
we require that the reflectivity Z, velocity v and its
Gaussian distribution width σ, can be estimated
with high precision.

As described below in Subsection 2.3, the ve-
locity and width estimation is based on compar-
ing the auto-correlation function (ACF) of the in-
put signal to a host of model ACFs. Figure 2 il-
lustrates how easy it is to confuse two different
ACFs within the unambiguous velocity domain us-
ing different triple-PRT ratios (σ = 1.0 m/s). In the
figure, the longest time interval is always scaled
to 10, so that for example a ratio of (12:14:15)
should be read as (8:9.3:10) where the first and
second numbers are to be read as the x- and y-
coordinates in the graph∗ . In blue regions, there
are at least two very similar model ACFs whereas
in the dark red regions all the ACFs differ signifi-
cantly. Therefore, by choosing a triple-PRT ratio
of, say (7:8:10), it is much less likely to make an
erroneous velocity estimation than with a ratio of
(7:8.5:10).

Ground clutter removal causes two different
complications in estimating the standard meteo-
rological quantities. Depending on the signal ve-
locity and width, the clutter removal process tends
to reduce the observed reflectivity. The other con-
sequence is that clutter filtering often distorts the
calculated ACF, thus affecting the ACF compar-
ison. Both effects can be reduced by sensible
choice of the triple-PRT ratio.

2.2. Ground Clutter Removal

The high-pass FIR filter used in removing ground
clutter is designed based on theory of statistical
inversion. It can be shown∗ that the optimal ma-

∗Loosely speaking, the diagonal in Fig. 2 can be consid-
ered as the dual-PRT scheme.
∗For more details on this, see a book titled Triple-PRT Sig-

nal Processing for Weather Radars by the authors (currently
unpublished).
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Figure 2: Minimal distance between ACFs for
different triple-PRT ratios with σ = 1.0 m/s and
v ∈ [−50,+50] m/s.

trix for filtering a signal with a known ACF from an
input signal is given by

G =

(
I +

Rgc

Pn

)−1

, (1)

whereRgc is the covariance matrix of the signal to
be filtered (ground clutter in this case) and Pn is
the noise power. This filter matrix is similar to the
one used in the GMAT algorithm (Nguyen et al.
(2008)) with the relation G = (GGMAT)

2. A Gaus-
sian model for ground clutter is used in construct-
ing Rgc. A benefit of this technique is that it works
for an arbitrary pulsing scheme.

Due to the destructive nature of clutter removal,
we have deviced an adaptive method of apply-
ing the clutter filter. For computational efficiency,
a data sector of 8 degrees in azimuthal angle
is processed at once. Figure 3 illustrates the
steps taken in adaptive filtering. Data is pro-
cessed using filters corresponding to several dif-
ferent strengths of ground clutter (controlled by
the parameter Pn in Eq. (1)). Based on dual-
polarization analysis and 2D textures, a filtered
signal is chosen which relates to characteristics
of precipitation the best. After choosing the best
filtered candidate for all range bins, meteorologi-
cal quantities are estimated from the filtered data.

The adaptive algorithm bases the decision if
ground clutter should be removed on the follow-
ing items:

• Value of ACF(Tpattern), where Tpattern is the
total time interval of three consecutive pulses
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Figure 3: The ground clutter removal algorithm processes a chunk of data 8 degrees wide in the azimuthal
angle. In this example, this translates to 384 time series samples for each range gate. Ground clutter filters
of different strengths are applied to each input signal. Filtered signals which correspond the best to the
nature of precipitation signals are chosen for further analysis.

(6250 µs used in the measurements). Values
are near 1.0+0.0j if the velocity and width are
near zero.

• Variability of the copolar differential phase
Ψdp over range. A very good indicator for rain
or snow. Less reliable for insects or inside
the melting layer.

• Power variability over range and azimuth.

• Power loss due to filtering.

• Linear regression analysis of Ψdp using fil-
tered data. The algorithm will compare the
value of Ψdp to an expected value in rain.

• Receiver saturation check.

• Value of the copolar correlation coefficient
ρco and its change in filtering.

• Result of the decision algorithm for neighbor-
ing gates.

Parameters used in the decision making are
tuned to work well for rain and snow. Inside
the melting layer the decision can err towards
ground clutter removal, which may also happen
with signals from birds. The decision making

must also consider the SNR, as the parameters
become less reliable for noisy signals. If the input
signal has a low SNR, results from the filters for
a high clutter-to-signal ratio (CSR) do not have to
be taken into account.

2.3. Velocity and Width Estimation

The method used for estimating velocity v and the
width of its distribution σ relies on comparing the
ACF calculated from the input time series data
to a set of Gaussian model functions. The ACF
of a precipitation signal with a Gaussian power
spectral density has the form (Bringi and Chan-
drasekar (2001))

R(τ) = Pp exp

(
−j 4πv0

λ
τ − 8π2σ2

λ2
τ2
)
, (2)

where Pp is the signal power, v0 and σ are the
expectation value and standard deviation of the
velocity v, and λ = 0.0535 m is the wave length of
the radar. The difference of the time series signal
ACF and a model ACF is calculated with model
parameters ranging from v ∈ [−50,+50] m/s and
σ ∈ [0, 5] m/s. The estimated products vest and
σest are chosen by minimizing the distance to the
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Figure 4: Difference of ACFs calculated for a sim-
ulated precipitation signal and a table of Gaussian
model signals. The estimated velocity and width
are evaluated by minimizing the difference (dark
blue region).

model ACF table. Figure 4 illustrates the dis-
tance of a simulated signal with vest = 5.0 m/s
and σest = 1.1 m/s to the table of model functions.

If ground clutter is removed from the signal, the
power is corrected based on vest and σest. This
correction factor can be evaluated by calculat-
ing the amount of power lost from applying the
ground clutter filter to the Gaussian model precip-
itation signal (or directly to its ACF).

3. SIMULATIONS

We have tested our triple-PRT algorithm by an-
alyzing simulated signals using both single- and
dual-polarization simulators. In a typical simu-
lation round a number of signal samples rang-
ing from 5000 to 30000 are generated for each
(expectation value of) velocity and width chosen.
Accuracy of the estimation algorithm is tested by
varying the SNR as well as the CSR.

In the absence of clutter or noise, the width and
velocity are estimated precisely. The velocity bias
in this case is illustrated by the green curve in
Fig. 5 with 〈σ〉 = 1.0 m/s. The simulations reveal
that even without a clutter component, application
of the ground clutter filter degrades the perfor-
mace of the velocity estimation by an order of 10
cm/s, as shown by the red line in Fig. 5. If ground
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Figure 5: Bias of estimated velocity (y-axis) with
5000 simulated signals for each input velocity (x-
axis): no clutter, no filtering (green), no clutter,
with filtering (blue), and CSR=40 dB, with filtering
(red). Application of the filter increases the bias,
but addition of a clutter component does not de-
grade the performance further.

clutter is added, however, the performance of the
method remains intact, as shown by the blue line
in Fig. 5. This is one strong reason for adaptive
application of the ground clutter filter.

In the case of noisy signals, e.g. SNR=0 dB,
it often happens that the wrong local minimum in
the ACF difference function turns out to be the
global minimum leading to incorrect velocity and
width estimation. We have calculated the result-
ing error rate (Nwrong/Ntotal) using simulations.
Figure 6 displays the calculated error rate as a
function of input velocity for four different range
integration lengths. The general conclusion is
that some (pulsing-scheme dependent) input ve-
locities are more difficult to estimate than others.
For triple-PRT scheme used in the measurements
(7:8:10), the error rate peaks at around 0 m/s,
13 m/s, 30 m/s and 43 m/s. If a longer range
integration length is used, the estimation perfor-
mance improves greatly. Also, using such method
we have shown that ill-advised triple-PRT ratios,
such as 7:8:9, often perform significantly less re-
liably than a carefully chosen ratio, see Subsec-
tion 2.1.
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Figure 6: Error rates as a function of input velocity
for four different range integration lengths: 150 m
or no range integration (black), 300 m (red), 600
m (blue) and 900 m (green). In this simulation
〈σ〉 = 1.0 m/s, SNR=0 dB and CSR=40 dB.

4. MEASUREMENTS

In order to test the triple-PRT scheme, we have
carried out measurements which enable direct
comparison of the method to standard pulsing
schemes, namely single-PRT and dual-PRF. The
measurements were made using the C-band
dual-polarization radar located in Kumpula Cam-
pus at the University of Helsinki during spring and
summer of 2012. The most distinctive advantage
of triple-PRT and dual-PRF is, of course, the abil-
ity to measure higher wind velocities. The bene-
fit obtained from the adaptive ground clutter fil-
tering used in the triple-PRT measurements is
most vividly visible in the disappearance of the
so-called Doppler snakes, i.e. reflectivity valleys
located at multiples of the Doppler folding velocity.

The weather events recorded include cases of
strong winds, snowfall, rainfall, low-altitude melt-
ing layers and temperature inversion. In addition,
we have analyzed data of anomalous propaga-
tion as well as signals from biological scatterers
and various man-made structures. The measure-
ments were run at 20 minute intervals resulting
in several terabytes of stored I/Q data. A com-
prehensive discussion of the results will be pub-
lished in a book. As an illustration, Fig. 7 shows
a PPI plot comparison of a heavy rainstorm with
wind speeds reaching over 30 m/s scanned in
June 2012 in Helsinki. The triple-PRT setup uses
the adaptive ground clutter removal discussed

in Subsection 2.2, the single-PRT employs the
GMAP algorithm (Siggia and Passarelli (2004))
and the dual-PRF uses notch filtering (Sirmans
(1992)).

5. CONCLUSIONS

By comparing the measurement results obtained
using triple-PRT pulsing with standard pulsing
schemes, we have concluded that the triple-PRT
setup yields superior reflectivity and velocity
estimates. The non-uniform pulsing extends the
unambiguous velocity domain to cover typically
encountered wind speeds of up to 50 m/s without
constraning the estimation of other meteorolog-
ical products. The limiting factors for ground
clutter removal are the phase noise generated
by the radar hardware and receiver saturation
effects. The triple-PRT signal processing is able
to remove at most 55 dB of power in the Kumpula
Radar, which is consistent with the standard error
of the phase of 0.1 degrees.

Clutter filtering is turned on only when needed
improving reflectivity estimates by avoiding
unnecessary weakening of the received signal,
which usually takes place most prominently at the
zero isodop (so-called Doppler snakes). Velocity
and Gaussian width estimation, which is per-
formed by comparing the ACF of the input signal
to a host of model ACFs, appears to give reliable
estimates even for low signal-to-noise ratios. This
has been tested using both simulations as well as
real-weather measurements. A method for cor-
recting the reflectivity after ground clutter removal
based on the estimated velocity and its Gaussian
width, similar to the one employed e.g. in GMAP,
is designed. Dual-polarization quantities can be
estimated analogously independent of the puls-
ing scheme employed. Moreover, a method for
choosing a good ratio for the triple-PRT timings
is developed, minimizing the error rates observed
in estimating meteorological quantities of interest.

Triple-PRT measurements employing pulsing
schemes described in this document are currently
ongoing at the Kumpula Radar. Further analysis
will concentrate on using different pulsing inter-
vals, RHI scans, the wide dynamic range setup
as well as various weather events.
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Figure 7: Scan of a rainstorm in Helsinki, June 2012, using an elevation angle of 0.5 degrees. The reflectivity
Z (top), velocity v (middle) and width σ (bottom) are displayed for the triple-PRT (left), single-PRT (middle)
and dual-PRF (right) measurements.
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