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1. Introduction  

The proper early identification of a supercell thun-
derstorm, or a supercell imbedded in a cluster of 
storms, is critical to the issuance of public warnings for 
severe weather, especially in a day when the environ-
ment is unstable and favorite to produce severe weath-
er.  Several studies by Burgess (1976), Burgess and 
Lemon (1991), and Bunkers et al. (2006, 2009) found 
the determination of whether or not a thunderstorm is a 
supercell thunderstorm is very important to accurate 
and timely severe weather warning operations. These 
studies revealed that many supercells produce torna-
does, large hail, or severe surface winds.  

One of the most important indicators of a 
supercell is the existence of a mid-level mesocyclone. 
The mesocyclone is  defined as the Doppler radar 
velocity signature of a storm-scale (2–10-km diameter) 
vortex (Burgess, 1976) which corresponds to the 
rotating updraft–downdraft couplet of a supercell 
thunderstorm. Mesocyclones in the United States are 
often cyclonic and may also contain the more intense 
tornado vortex. Most of time, when strong supercells 
develop, the embedded mesocyclone e can be very 
deep and narrow (Gao et al. 2013). In the last twenty 
years, several criteria have been established for 
mesocyclone recognition based on a wealth of Doppler 
radar observations, especially after the implementation 
of WSR-88Ds (Burgess et al. 1982, 1991, 1993; 
Stumpf et al., 1998). However, sometimesit is still very 
difficult to identify mesocyclones from radars, 
especially when so many storm cells may exist in a 
large area such as the big tornado outbreak of April 
27th, 2011 in the South Eastern United States.   

In this situation, the workload and timeliness re-
quirement may limit forecasters’ ability to effectively 
use WSR-88Ds and other information to issue correct 
and timely warnings. The use of fast data assimilation 
methods, such as the 3DVAR, may provide a potential 
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solution for merging available information  as quickly 
as possible for  human decision makers. The 3DVAR 
program (Gao et al. 1999; 2002; 2004) developed for 
the Advanced Regional Prediction System (ARPS, Xue 
et al. 2000; 2001; 2003) has been used for such purpose 
in recent years. The system was implemented to pro-
vide detail convective scale three-dimension wind in-
formation which includes the derived products vertical 
vorticity and vertical velocity fields to NWS forecast-
ers at the NOAA/Hazardous Weather Testbed (HWT) 
for several spring experiments (Gao et al. 2013). The 
National Centers for Environmental Prediction (NCEP) 
North American Mesoscale (NAM) model forecasts 
were used as a background field and data from several 
WSR-88Ds assimilated to provide a convective-scale 
three-dimensional storm analysis the HWT Experi-
mental Warning Program. Forecasters using these anal-
yses in warning-decision processes found the products 
had a high potential for warning operations (Smith et 
al. 2014; Calhoun et al. 2014). 

In this study, we investigate the possibility of 
incorporating ensemble information into the 3DVAR 
system called a real-time, weather-adaptive hybrid 
three-dimensional ensemble variational data 
assimilation (3DEnVAR) system. The preliminary 
3DEnVAR system was developed and tested for the  
idealized thunder storm case in Gao and Stensrud 
(2014), but it was coupled with an EnKF system. 
Stensrud and Gao (2010) suggested that knowledge of 
horizontal environmental variability is important to 
successful convective-scale analyses and predictions 
and should be used in realtime analysis and forecast 
system. As we know, NCEP short-range ensemble 
forecasting (SREF) may provide good information 
about mesoscale environmental variability. By using 
this information, the quality of the analysis may be 
improved, but the overall computational cost should 
not be significantly increased over the original 3DVAR 
system because no ensemble forecasts are needed. The 
system retains the fine features of the original 3DVAR 
system (Gao et al. 2013; Smith et al. 2014). For 
example, it has the ability to automatically detect and 
analyze severe local hazardous weather events and the 
analysis can also be performed with an on-demand 
capability where end-users (e.g., forecasters or 
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scientists) identify the location of the analysis domain 
in real time based on the current weather situation.  

Although still in the early development stage, the 
hybrid 3DEnVAR the system was tested during the 
2015 HWT spring experiments. Many severe weather 
events were automatically detected and analyzed.  

Section 2 provides an overview of the data 
assimilation (DA) system. Three Selected Cases for 
2015 spring experiments are reported in section 3. We 
conclude in section 4 with a summary and outlook for 
future work.  

 
2. The ARPS 3DVAR and Procedure 

Description  

The original ARPS 3DVAR (Gao et al. 1999, 
2002, 2004; Hu et al. 2006), designed especially for 
storm-scale data assimilation, uses a recursive filter 
(Purser et al. 2003) with a mass continuity equation 
and other constraints that are incorporated into a cost 
function, yielding physically-consistent three-
dimensional analyses of the wind components and oth-
er model variables. Multiple analysis passes are used 
that have different spatial influence scales in order to 
accurately represent intermittent convective storms, 
while the quality control steps within the ARPS 
3DVAR also are very important to improving the 
quality of the radial velocity and reflectivity data. A 
hybrid 3DEnVAR DA system has been developed 
based on the existing ARPS 3DVAR system (Gao and 
Stensrud 2014). The algorithm uses the extended 
control variable approach to combine the static and 
ensemble-derived flow-dependent forecast error 
covariances (Lorenc 2003; Buehner 2005; Wang et al. 
2007). The method was applied to the assimilation of 
radar data from a simulated supercell storm in Gao and 
Stensrud (2014). In this study, the ensemble infor-
mation is provided by NCEP's SREF product, not an 
EnKF system. 

A real-time weather-dependent hazardous weather 
analysis and detection system based upon this 3DVAR 
method is developed to identify supercells and other 
severe weather events using data mainly from the 
WSR-88D network, and from the NCEP NAM 12 km 
resolution analyses and forecasts (Gao et al. 2013). The 
steps needed to make such a system operationally in 
real time are as follows (Fig. 1). 

First, we obtain the two-dimensional composite 
reflectivity product from the National Severe Storm 
Laboratory (NSSL) MRMS system once per hour,and 
use it to identify a potential location (longitude, lati-
tude) at greatest risk for severe storms. The identified 
location is used as the centers for the 3DVAR analysis 
domain. Parameters are then selected for the analysis 
domain, including the number of grid points, nx, ny, 
and nz in the three spatial directions and the grid spac-

ings dx, dy, and dz. For the current study, we chose 
nx=ny=240, dx=dy=1.5 km. In the vertical, we use 31 
terrain-following vertical layers, with nonlinear stretch-
ing, via a hyperbolic tangent function, yielding an av-
erage vertical grid spacing of 400 m. Once the domain 
is defined, the terrain data are interpolated to the analy-
sis grids. The challenge here is to select a domain that 
is large enough to contain the principal features of me-
teorological interest while maintaining an efficient 
computational advantage so that the analyses can be 
produced fast enough to be of use in operations. Cur-
rently, the domain size is 360kmX360km. This will be 
enlarged in the future when the computational power is 
increased.  

The second step,nce the analysis domain is se-
lected, is to obtain the necessary ensemble background 
fields. for this, we use the NCEP operational SREF 
analysis and forecast ensemble product, and interpolate 
it to the analysis domain in both space and time using 
existing software developed within the ARPS model. 
Third, we determine how many operational WSR-88Ds 
are present within the selected domain. To make assure 
the maximum data coverage, a large domain (560km X 
560km) is used, and the the available WSR-88D data 
within that domain are obtained in real-time. Then, a 
necessary quality control is performed on these radar 
observations. After this, thinning, and interpolation of 
the radar data onto the analysis grids are performed. 

The fourth step is to conduct the 3DEnVAR anal-
ysis using both the background field obtained from step 
two, and the WSR-88D data obtained from step 3. Any 
additional available real-time data, such as mesonet 
data can be also used within this analysis with little 
additional computational cost.   

The final step is the post processing of the result-
ing analyses, including identifying the position of 
supercells, obtaining two-dimensional composite vorti-
city tracks and two dimensional vertical velocity tracks 
from analysis, and producing other products that can be 
effectively used by the forecasters who issue severe 
weather warnings. This 5-step procedure is performed 
every 5 minutes or longer depending on computational 
cost and users’ needs. Currently, by carefully choosing 
the domain size and number of vertical levels, in rela-
tion to our available computer (SGI Altix, 128 cores, 
Message Passing Interface [MPI]) capacity, each anal-
ysis can be finished within 5 minutes. By using all 
available information simultaneously, it is possible to 
determine the 3D winds and other variables as accu-
rately as possible, while also improving the quality of 
reflectivity data coverage. As an initial application, in 
the analyses that follow, we only focus on the 3D wind 
analyses and wind-derived variables, especially vertical 
vorticity. 

 
3. Three Selected Cases for 2015 spring experiments  
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The above system was implemented during the  
2015 spring experiments for informal display purposes. 
We present here the performance of the system by ex-
amining three example severe weather cases observed 
during the 2015 spring experiments. We followed the 
procedure described in the last section. The analysis 
domain is floated based on MRMS 2D composite re-
flectivity product.   

The first case is a tornadic supercell event that 
took place on 12 April 2015 near Garden City, South-
West corner of Kansas. One supercell developed and 
produced hail and one tornado touched down according 
to SPC storm reports (Fig 2a). The analyses were per-
formed using data from 8 nearby WSR-88Ds (Fig. 2b). 
In this first example, the evolution of the supercell 
storm during one hour, from 0000 UTC – 0100 UTC 
April 12, are shown in Figure 3, and are indicated by 
the horizontal winds (vectors), and vertical vorticity 
(black contours) and analyzed radar reflectivity (color 
shaded) at the 3 km height above ground. During this 
one hour period, it was very obvious that the storm 
developed from a weak echo single ordinal cell to a 
strong hook-echo related supercell in the reflectivity 
field. The vertical vorticity in 3DVAR analysis was 
also very weak at the beginning of the analysis (Fig. 
3a). Gradually, the rotation became stronger, reached 
0.012 s-1 after half an hour and maintained this level for 
about one hour (Fig. 3d, not fully shown).  In reality, a 
tornado touched down during this period. It was found 
in the analysis that this very strong mid-level circula-
tion (black contours) persisted and was co-located with 
reflectivity hook echo until the end of the analysis. 
This cell moved very slowly from west to east during 
the analysis period. The mesocyclone maintained its 
strength and vertical extent of  10 km depth (not 
shown) through the analysis period. During this period, 
the storm also produced large hail according to SPC 
reports (Fig 2a).  
 The second case includes multi-tornado events that 
took place in North Texas, in an area bounded by the 
Oklahoma-Texas border, and west of the city of Dallas 
(Figs. 4a). For this case, reflectivity and radial velocity 
observations from eight nearby WSR-88Ds were used 
in the 3DVAR analysis (Fig 4b). Over a 3.5 hour 
period (2100 UTC, 8 May – 0030 UTC, 9 May), 9 
tornadoes touched down near the border of Oklahoma 
and Texas, in Wilbarger and Wichita counties of North 
Texas. Our automatic-domain analyses followed these 
events quite well. Fig. 5 shows one hour analyses from 
2120 UTC to 2220 UTC. In the analyses, there were 
two very strong rotational centers (indicated by black 
contours, the maximum vorticity above 0.01 s-1 in Fig. 
5c, d, e, f) associated with two strong mesocyclones 
throughout the analysis period. These moved slowly 
from west to east and the two reflectivity cores 

demonstrated strong hook echoes. The North Texas 
supercell storm produced three tornadoes during this 
period. Another supercell near the Oklahoma-Texas 
border produced several tornadoes a hour later (Fig 4a).   

The third case is a tornadic supercell storm which 
occurred in south Kansas (Fig 6a).  For this case, ob-
servations from four WSR-88Ds were used, and no 
radar closely observed the supercell storms that pro-
duced two tornadoes (Fig. 6b). However, by utilizing 
all of the information from these multiple radars, the 
supercell which produced two tornadoes was easily 
identified from the analysis. Fig. 7 shows the series of 
the analyses during the period from 0300 UTC to 0350 
UTC, 4 June. There were several ordinary storm cells 
inside the analysis domain. It was hard to figure out 
which one may produce tornado initialls (Fig. 7a). 
However, as time progressed, one storm cell in the 
domain became stronger ,  circulation strengthened, 
and produced two tornadoes were produced  (Fig. 6a, 
7).  Monitoring the trend of these analyses may help 
the forecasters issue severe weather warnings as re-
ported in Calhoun et al. (2014). 
   
4. Summary  

Radar is a fundamental tool for severe storm moni-
toring and nowcasting activities. Forecasters examine 
real-time WSR-88D observations, radar algorithm 
products, and use their considerable experience and 
situational awareness to issue severe storm warnings 
that help protect the public from hazardous weather 
events. However, there are situations for which even 
well-trained forecasters find it challenging to make a 
quick and sound judgment based on information from 
radar and other sources. To take advantage of the in-
formation content from both the WSR-88D network 
and NCEP high resolution operational model analysis 
and forecast products, we developed a weather-
adaptive analysis system which can be used for severe 
weather detections, especially detection of mesocy-
clones at middle atmospheric levels from 3-8 kilome-
ters. The method used is the extension of the 3DVAR 
method in which partial of the background error covar-
iance is derived from NCEP SREF ensemble product. 
The system may have potential to provide improved 
information for making severe weather warning deci-
sions. The analysis method can be run offline. This 
enables us to study specific area in greater detail or to 
investigate the evolution and lifetcycle of certain kinds 
of severe weather. 

The analysis product can be produced in near 
realtime (4-5 minutes delay) for the NWS forecasters 
as demonstrated as one of the projects of the NOAA’s 
HWT since spring 2011. The potential of this method 
has been shown by detecting the initiation and evolu-
tion of supercells from many real data cases. In this 
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report, we only show three examples, from the 2015 
HWT Spring experiment. While we recognize that this 
method is very useful for identifying tracks of supercell 
thunderstorms, analyses may provide more intuitive 
products that can be effectively used by forecasters. In 
addition, the output of a 3DVAR analysis can be used 
to initialize short term convective scale NWP for the 
Warn-on-Forecast project, which will comprise a major 
portion of our near future work. 
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Fig. 1.Flow chart of realtime ensemble 3DVAR analysis. 
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Fig. 2. April 12, 2015 Southwestern Kansas tornadic storm event. (a) The storm report from Storm Prediction Cen-
ter (SPC); and (b) the illustration of 3DVAR analysis domain. The inner domain of 360x360 km is used for 3DVAR 

analysis. The outer domain of 560x560 km is used to identify WSR88D radars to be used. 
 
 



 7 

 
 

Fig. 3. The analyzed reflectivity, horizontal wind fields, and vorticity at z=3 km using data fromradars displayed in Fig. 2(b) valid at (a) 0000 
UTC, (b) 0010 UTC, (c) 0020 UTC, (d) 0030 UTC, 

 (e) 0040 UTC, and (f) 0050 UTC, April 12, 2015 near southwestern KS. 
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Fig. 4. Same as Fig. 2, but for tornadic storm events at Oklahoma Texas Border May 08, 2015.  
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Fig. 5. The analyzed reflectivity, horizontal wind fields, and vortices at z=3 km using data fromradars in Fig. 4(b) valid at (a) 2120 UTC, (b) 
2130 UTC, (c) 2140 UTC, (d) 2150 UTC, 

 (e) 2200 UTC, and (f) 2210 UTC, May 08, 2015 near the border of Oklahoma and Texas. 
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Fig. 6. Same as Fig. 2, but for south Kansas tornadic storm event on June 03, 2015.  
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Fig. 7. The analyzed reflectivity, horizontal wind fields, and vortices at z=3 km using data from 
radars displayed in Fig. 6(b) valid at (a) 2210 UTC, (b) 2230 UTC, (c) 2250 UTC,  
(d) 2310 UTC, (e) 2330 UTC, and (f) 2350 UTC, June 03, 2015 near south Kansas. 
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