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Methodology

1. Select a set of hail predictors (35 in total) based on

We achieved 95% accuracy
in forecasting hail activities i
Up to 30 minutes ahead.™ |Ee"——E—

Estimated Size of Hail (MESH) into four classes (D <

* The hyperlocal and abrupt nature of hail makes it Wlth Improvements tO our ensemble Iearnlng 1 mm, 1-5 mm, 5-20 mm and > 20 mm). Randomly
challenging to produce accurate and advanced mOdEI, yOU Could be even better prepared“. sample each class to extract a maximized balanced
predictions on hail threat area and size of the hail. mix of hail case samples from the four classes.

> Evidence of large hail (> 1”) is a sufficient condition Random Forest Classifier for Hail Nowcasting 4. Split the samples above into the Training Set & Test
for the issuance! of a Severe Thunderstorm Warning. Model Hyper- ~ Set for the RF model, with MESH at the forecast

»  While nearly all severe thunderstorms produce hail , validation time as the case label. Apply k-fold

cross-validation to optimize the hyper-parameters.
5. Train the RF model. Evaluate its performance on

the Test Set. Identify the top predictors for MESH at

four forecast times (T = 15, 30, 60 and 120-min).

aloft, whether the hailstones can reach the ground
depend on several factors?:

o Strong updraft to keep hailstones aloft long enough
o Deep vertical shear to separate the down/updrafts
o High liquid water content to enhance hail growth

. o . . Best HVEEH | | | Preliminary Results
o Low freezing level to minimize melting of hail, etc. Retrained Model o MR Y
* Current approach to hail nowcasting relies on radars . P

K-fold Cross-
validation

D<1mm 1-5mm 5-20mm 220 mm (Sample Size: 2,567,024) D<1mm 1-5mm 5-20mm >20mm (Sample Size: 2,377,064)

to detect imminent signs of hail (> 60 dBZ reflectivity e B o e S S PO v o poy
and/or hail spike), paired with a knowledge of current - e 5T| S AN 093] 0170 3 Camsor ot e | TSR S| G768 3 sz
atmospheric conditions via observations and models. - . , J i i el | T R T e
» Several recent studies3* demonstrated high accuracy - ,~.’ .ﬁqmphng Subsample-N _ _
(> 91%) in hail nowcasting using Random Forest (RF), |1 111000 1o reen NESErRERRRE RERIE N6 SEE S
2 white-box ensemble supervised learning method. IR LT LR LY . - Eaeee it G RE o ee b
D features (predictors) | et | | [ [in | [eemie e oo L om | o
15-min forecasts 60-min forecasts
ey , , , Class-A . :
Improve the existing hail warning system by developing *  *Preliminary results were obtained from a one-year
an RF-based hail nowcasting model with real-time radar : o b BT T Pred ction dataset (~2.5M samples)
data combined with model reanalysis data as its inputs. Sootstrap AggregaTey Class-A: x %; Class-B: y % * OQOverall, the RF performs better with no hail or with

large hail and at shorter forecast times.
As lead time increases, model and larger-scale radar

Generate outputs as the probability of hail occurrence
and maximum estimated hail size for the next 0-2 hours.

Feature Importance, 15-min ' L .[ : Feature Importance, 60-min inputs are more useful than higher-res radar fields

(*Below: Preliminary results for 15-min and 60-min forecasts of 4 hail size categories) .

deterministic product in the next iteration.
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H d || Re po rt StOrm Eve nt Nnead reSt Nnea reSt Severe Weather Threat Index 0.081 | [1] Hail forecasting. NOAA National Severe Storms Laboratory. (n.d.).

(nearest %") | Database (SPC) 0.01° 5-min

i 4 m
Data Type | Name (Source) | Lat/Lon Res. | Time Res. =
0139

0

.153
VIL (20-km block) .149
135

References

https://www.nssl.noaa.gov/education/svrwx101/hail/forecasting/

[2] US Department of Commerce, N. (2017, June 1). Severe weather definitions. National Weather Service.
https://www.weather.gov/bgm/severedefinitions

[3] Czernecki, B., Taszarek, M., Marosz, M., Pétrolniczak, M., Kolendowicz, L., Wyszogrodzki, A., & Szturc, J. (2019).
Application of machine learning to large hail prediction - the importance of radar reflectivity, lightning occurrence
and convective parameters derived from ERAS5. Atmospheric Research, 227, 249-262.
https://doi.org/10.1016/j.atmosres.2019.05.010

Sca N the QR COde to access [4] Yao, H., Li, X., Pang, H., Sheng, L., & Wang, W. (2020). Application of random forest algorithm in hail forecasting
F over Shandong Peninsula. Atmospheric Research, 244, 105093. https://doi.org/10.1016/j.atmosres.2020.105093

the full presentation in PDF
MC Glll c‘ "BSSE ,|‘ ',Gc

UNIVERSITY

* Period of study: 12:00 — 00:00 CST on all deep
convective days from May to August 1999 — 2003

* Domain of interest: 39°N — 49°N, 85°W — 105°W
(= 1100 km x 1600 km or 1.78M km? in area)

Project Correspondence emails:
chris.jing@mail.mcgill.ca
* Deep Convective Day: > 10 hail, wind or tornado frederic.fabry@mcgill.ca
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