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1. INTRODUCTION 
 

Obtaining a comprehensive climatology 
of severe weather outbreaks is challenging, 
owing to the rare nature of the events, 
insufficient observations of severe weather, 
subjective definitions of what specifically 
comprises a severe weather outbreak, and 
nonmeteorological artifacts in the reporting 
of severe weather.  Recent studies by 
Doswell et al. (2006) and Shafer and 
Doswell (2010; 2011) have introduced 
techniques to identify and rank severe 
weather outbreaks of various types using a 
linear-weighted multivariate index.  In 
particular, Shafer and Doswell (2011) 
developed a technique using kernel density 
estimation (KDE; Brown and Azzalini 1997) 
to identify severe weather outbreaks of any 
type by associating clusters of severe 
weather reports with minimum threshold 
values of the approximated probability 
density functions (PDFs). 

 
One advantage of the KDE technique is 

that it objectively identifies areas associated 
with the outbreaks.  Although Shafer and 
Doswell (2011) did not claim that this 
technique was the sole means of doing so, 
the identification of regions associated with 
outbreaks using repeatable methods permits 
the development of methods to discriminate 
outbreaks based on relative severity (e.g., 
Shafer et al. 2010; 2012).  In so doing, a 
climatology of severe weather outbreaks 
that (1) includes a large sample size, (2) 
analyzes synoptic and severe weather 
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diagnostic variables (SWDVs) in the region 
of interest, and (3) attempts to account for 
secular trends in the data can be developed.  
That is the primary purpose of this study. 

 
2. DATA AND METHODS 

 
All severe weather reports from 1 

January 1960 to 31 December 2010 were 
considered to rank severe weather 
outbreaks, as identified by KDE “regions” 
(see below).  North American Regional 
Reanalysis (NARR; Mesinger et al. 2006) 
data are used for analysis and model 
simulations in this study.  After minimum 
threshold report number and density criteria 
are considered for each KDE region, a set of 
4437 cases is obtained (Fig. 1).  Outbreak 
rankings are based on the following severe 
weather report variables:  the total number 
of reports, tornadoes, severe hail, severe 
wind, significant tornadoes, significant hail, 
significant wind, violent tornadoes, killer 
tornadoes, and long-track tornadoes; total 
path length of tornadoes; the destruction 
potential index (DPI; Thompson and Vescio 
1998); total number of fatalities; and report 
density (defined as the total number of 
reports divided by the total number of grid 
points in the KDE region).  The rankings of 
the events (based on the N15 index shown 
in Fig. 1) agree with subjective notions of the 
relative severity of the events (Shafer and 
Doswell 2011).  For example, events with 
N15 index scores above zero tend to have 
multiple significant tornadoes and/or an 
anomalously large number of significant 
nontornadic reports, and those with N15 
index scores above two tend to be major 
tornado outbreaks.  The Storm Prediction 
Center (SPC) severe weather database 
(Schaefer and Edwards 1999) is used to 
obtain the severe weather reports for the 
index scores and outbreak rankings. 
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Figure 1:  Outbreak ranking index scores (black) and individual report variable scores (detrended 
and standardized, as detailed in Shafer and Doswell 2011) of 4437 severe weather outbreaks 
from 1979–2010, as a function of each outbreak’s ranking. 
 

Regions associated with each outbreak 
are determined via a minimum threshold of 
the PDF approximated by KDE.  The 
minimum value is chosen subjectively, but is 
determined based on its ability to (1) 
distinguish spatially distinct clusters of 
reports and (2) encompass as many of the 
reports associated with the event as 
possible (e.g., Fig. 2).  Each grid point in a 
300x200 18-km Lambert conformal domain 
that exceeds the minimum PDF threshold 
associated with the cluster of reports is 
considered for that event. 

 
To develop the climatology, several 

synoptic variables and SWDVs are analyzed 
for each grid point associated with the 
outbreak.  For a selected variable, the 
magnitudes are summed, and the average 
or sum value of the variable is used in the 
climatology.  This so-called areal coverage 
technique, introduced in Shafer et al. 2012, 
has been found to be effective in 
distinguishing the most significant severe 

weather outbreaks from less significant 
events (see Sections 3.3 and 3.4).  There 
are four main tasks of this study.  First, as 
the definition of a major severe weather 
outbreak is subject to debate, this study 
attempts to determine which index score 
thresholds can be distinguished best by the 
technique.  Second, this study analyzes 
synoptic variables (such as sea-level 
pressure, geopotential height, wind speed 
and direction, temperature, dew point, etc.) 
in addition to SWDVs.  Third, analyses of 
the technique in a forecast setting and 
comparisons to SPC forecasts are provided.  
Finally, probabilistic techniques associated 
with the fields of SWDVs are proposed. 
 
3.  RESULTS 
 
3.1 Synoptic Variables 
 

Using the map projection described in 
Section 2 (see Shafer et al. 2010 for a 
description of the domain, their Fig. 3),
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Figure 2:  Severe reports from 1200 UTC 29 April 1991 to 1200 UTC 30 April 1991, and the 
regions associated with the severe weather report clusters (inset), as determined by the KDE 
technique developed by Shafer and Doswell (2011). 
 
average values of synoptic variables are 
computed for each event.  Outbreaks are 
separated into four groups for this analysis:  
those with N15 index scores below zero, 
between zero and one, between one and 
two, and at or above two.  The most 
significant outbreaks have a tendency to 
feature relatively strong winds and low 
geopotential heights at all levels of the 
atmosphere, and slightly lower sea-level 
pressures (Figs. 3 and 4).  Additionally, the 
500-hPa wind directions tend to be westerly 
or southwesterly for the most significant 
events, with few major outbreaks featuring 
northwesterly flow.  This is clearly tied to the 
times of year in which the events occur 
(Figs. 3b,d).  That is, as events occurring in 
the summer tend to have average wind 
speeds considerably less than those in the 
cool season, northwest-flow events 
(occurring primarily in the summer) tend not 
to be significant severe weather outbreaks. 

 

A primary observation is the 
considerable number of less significant 
events that also feature similar average 
magnitudes of synoptic variables.  This is an 
indication of the false alarm problem that 
has been observed in numerous severe 
weather discrimination studies (e.g., 
Rasmussen and Blanchard 1998; Thompson 
et al. 2003; Shafer et al. 2010), and of 
pattern recognition techniques in particular 
(see discussion in Doswell et al. 1993). 

 
3.2  Severe Weather Diagnostic Variables 

 
A climatology of SWDVs derived from 

physical processes associated with severe 
weather [e.g., storm-relative environmental 
helicity (SREH; Davies-Jones et al. 1990), 
convective available potential energy 
(CAPE), bulk wind shear, the energy-helicity 
index (EHI; Hart and Korotky 1991), the 
supercell composite parameter (SCP; 
Thompson et al. 2003), and the significant
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Figure 3:  (a)  Average values of 500-mb wind speed (x-axis) and 500-mb wind direction (y-axis) 
for each of the 4437 severe weather outbreaks considered.  Red (blue) dots indicate events with 
N15 index scores above 2 (below 0).  Orange (green) dots indicate events with N15 index scores 
between 1 and 2 (0 and 1).  (b)  As in (a), except events are indicated by the month number in 
which they occur.  (c)  As in (a), except using 850-mb wind speed and direction.  (d)  As in (b), 
except using 850-mb wind speed and direction.  
 
tornado parameter (STP; Thompson et al. 
2003)] also is conducted for the same 4437 
events (e.g., Fig. 5).  Using the sums of the 
diagnostic variables, there is evidence that a 
subset of the most significant events 
become separated from (i.e., have higher 
magnitudes than) the less significant events.  
This is observed to some degree by the 
synoptic variables (not shown); however, the 
utility of SWDVs clearly is suggested here.  
That is, the most significant outbreaks tend 
to have higher magnitudes of SWDVs and/or 
a larger area over which the values are 
favorable for significant severe weather.  
This is also in agreement with several past 
studies discriminating storm type or severe 
weather type (e.g., Stensrud et al. 1997; 
Hamill et al. 2005; Shafer et al. 2009). 

 

Clearly, the most significant severe 
weather outbreaks have a strong tendency 
to occur outside of the summer season.  The 
results in Figs. 3-5 indicate that this 
tendency is simply because the conditions 
favorable for significant severe weather are 
observed less frequently during the summer.  
For example, the relatively low number of 
cases of major tornado outbreaks featuring 
northwest flow is not because there is 
northwesterly flow (see Figs. 3 and 6).  
Rather, the tendency for these events to 
feature relatively weak winds and shear 
compared to cool season events with zonal 
or southwesterly midlevel flow is the reason 
for the rarity of major outbreaks with 
northwesterly flow. 
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Figure 4:  As in Fig. 3, using 500-mb wind speed and mean sea-level pressure [(a) and (b)] and 
500-mb and 850-mb geopotential heights [(c) and (d)]. 
 

 
 
Figure 5:  As in Fig. 3a, using the sum values of SCP and STP (a) and surface-based CAPE 
(SBCAPE) and 0-1 km SREH (b). 
 
3.3 Outbreak Discrimination 
 

To determine the utility of areal 
coverage as a means of discriminating the 
most significant severe weather outbreaks 
from less significant events, a value of areal 

coverage is selected and tested for 
incremented values of the N15 index, to 
determine the index score in which the areal 
coverage value exhibits the highest skill.  
Alternatively, one could select a threshold 
N15 index score to classify events as major 
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Figure 6:  N15 index scores (x-axis) and 
500-mb wind direction (y-axis) for all 4437 
events considered.  Month numbers are 
indicated by the color of the dots. 
 
and minor outbreaks, and determine the 
value of areal coverage in which the highest 
skill is exhibited.  Combined, both 
techniques are used to find optimal values of 
areal coverage that result in the highest skill 
for any N15 index threshold.  Additionally, 
bootstraps (Efron and Tibshirani 1993) of 
the skill scores provide some insight 
regarding the uncertainty of the statistics 
(95% confidence intervals). 

 
Several SWDVs exhibit considerable 

skill in distinguishing major and minor 
severe weather outbreaks (e.g., Figs. 7 and 
8).  In general, the skill is maximized 
between N15 index scores of 0 and 1, in 
which events typically feature multiple 
significant tornadoes and/or an anomalously 
large number of significant nontornadic 
reports.  As Section 3.4 suggests, this is 
consistent with SPC convective outlooks of 
moderate or high risks of severe weather. 

 
The most skillful SWDVs include SCP, 

STP, 0-1 km EHI, and 0-3 km EHI – all of 
which show statistically similar results.  
These variables all have areal coverage 
correlations above 0.9, which explains why 
there is little apparent preference for one 
variable over the others (for this particular 
technique).  There does appear to be 
statistically superior skill of EHI versus the 
product of CAPE and bulk shear (not 
shown), however, for purposes of outbreak 
discrimination. 

 
 
Figure 7:  Bootstrapped Heidke skill scores 
of the sum values of areal coverage, using 
threshold values of (a) 15,000 for SCP, (b) 
1500 for STP, and (c) 1500 for 0-1 km EHI, 
for incremented thresholds of the N15 index 
score (x-axis).  The median value is shown 
in blue, the 2.5% value is shown in red, and 
the 97.5% value is shown in green. 

 
3.4 WRF simulations 

 
Additionally, the areal coverage 

technique is tested using model simulations 
in an attempt to determine the method’s 
potential utility in a forecast setting.  The 
Weather Research and Forecasting model
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Table 1:  WRF model physical parameterization schemes selected for this study. 
 

Physical Property Parameterization Scheme 

Microphysics WRF Double-Moment 6-class (WDM6; Lim and Hong 2010) 

PBL Yonsei University scheme (Hong et al. 2006) 

Surface MM5 (from Paulson 1970; Dyer and Hicks 1970; Webb 1970) 

Convection Kain-Fritsch (Kain 2004) 

Longwave Radiation Rapid Radiation Transfer Model (RRTM; Mlawer et al. 1997) 

Shortwave Radiation MM5 (Dudhia 1989) 

Land-Surface Model 5-layer thermal diffusion (MM5) 

 
 

 
 
Figure 8:  As in Fig. 7, except the N15 index 
is held at zero, and areal coverage values of 
(a) SCP, (b) STP, and (c) 0-1 km EHI are 
incremented (x-axis). 

(WRF; Skamarock et al. 2008) is used to 
complete 970 model simulations for severe 
weather outbreaks occurring from 2003–
2010.  Each simulation is initialized at 0000 
UTC on the nominal date of the outbreak, 
and the simulated fields at the valid times of 
the outbreaks (determined to be the time of 
the most recently available NARR analysis 
before the median time of the reports for a 
given event) are used to compute areal 
coverage.  For the purposes of this study, it 
is assumed the region associated with the 
outbreak is known a priori, though tests are 
underway to incorporate techniques that 
determine a “simulated region” associated 
with the forecast outbreak.  The simulations 
are initialized with NARR data and bilinearly 
interpolated to the 300x200 18-km horizontal 
grid used for analysis in the above sections.  
The model physics used for these 
simulations are provided in Table 1.   
 

The skill scores computed for these 
simulations are compared directly to SPC 
convective outlooks.  Moderate-risk or high-
risk outlooks are assumed to be forecasts of 
major severe weather outbreaks, with slight-
risk or lower outlooks assumed to be 
forecasts of null events (minor outbreaks).  
Inclusion of this comparison provides a 
reasonable means of assessing the areal 
coverage technique as a viable means of 
forecasting the significance of severe 
weather outbreaks. 

 
Heidke skill scores of the 970 

simulations are similar to the results of the 
4437 events (cf. Figs. 7 and 9).  The 95% 
confidence intervals are considerably larger 
for the 970 simulations, owing to the smaller 
sample size.  As with the 4437 analyses, 
there is substantial overlap of the confidence 
intervals among the SWDVs tested, 
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Figure 9:  (a)  As in Fig. 7, for WRF model simulations of 970 cases from 2003–2010.  (b)  As in 
(a), using STP and an areal coverage threshold of 1500. 
 

 
 
Figure 10:  As in Fig. 9, for SPC convective outlooks issued at (a) 0600, (b) 1300, (c) 1630, and 
(d) 2000 UTC on the nominal dates of the outbreaks.  Forecasts of moderate and high risks of 
severe weather are assumed to be forecasts of major severe weather outbreaks. 
 
indicating a lack of any particular SWDV’s 
superior discriminating capability. 

 
The results in Fig. 9 suggest an 

apparent increase of the N15 index 

threshold for which the maximum Heidke 
skill scores are observed for the model 
simulations compared to the analyses (cf. 
Fig. 7).  This is because of two biases 
observed in the WRF simulations:  a 
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Figure 11:  Frequencies (y-axis) of at least one report of (a) severe weather of any type, (b) 
tornadoes, (c) severe hail, and (d) severe wind occurring within grid points (Lambert-conformal 
40-km horizontal grid spacing) equal to or exceeding threshold values of SCP (x-axis).  Shown 
are the frequencies from 1979-1985 (black), 1986-1990 (magenta), 1991-1995 (violet), 1996-
2000 (green), 2001-2005 (red), and 2006-2010 (blue). 
 
consistent underforecast of CAPE and a 
slight underforecast of shear.  As both 
variables are accounted for with SCP (Fig. 
9a) and STP (Fig. 9b), these model biases 
result in a consistent areal coverage 
negative bias compared to the NARR 
analyses.   

 
The skill scores found using the areal 

coverage method are statistically similar to 
those of SPC convective outlooks issued 
after the initialization times of the WRF 
simulations (cf. Figs. 9 and 10).  As with the 
areal coverage technique, Heidke skill 
scores of the SPC convective outlooks are 
maximized near N15 index scores of zero.  
These results suggest that the areal 
coverage technique can be a useful means 
of forecasting the severity of outbreaks. 
 
3.5 Probabilistic Techniques 

 
Another approach in the development of 

severe weather outbreak climatologies is the 
use of probabilistic techniques to associate 
the magnitudes of SWDVs to the frequency 
with which severe weather of a certain type 
or of any type is observed within a 
predetermined area.  For this technique, 
magnitudes of SWDVs at each grid point in 
a predetermined domain are obtained.  The 
event frequency is simply the number of grid 
points that exceed a predetermined 
threshold value of the SWDV in which at 
least one severe weather report is observed 
divided by the total number of grid points in 
which the SWDV exceeds the threshold 
magnitude.  For example, if 1000 grid points 
have a SWDV magnitude that exceeds a 
predetermined threshold, and 300 of those 
grid points contain at least one severe 
weather report, the frequency of observed 
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Figure 12:  (a)  As in Fig. 11a, using STP.  (b)  As in Fig. 11b, using STP.  (c)  As in (a), using 0-3 
km EHI.  (d)  As in (b), using 0-3 km EHI.  (e)  As in (a), using the product of SBCAPE and 0-6 km 
bulk shear.  (f)  As in (b), using the product of SBCAPE and 0-6 km bulk shear. 
 
severe weather for that SWDV magnitude is 
30%. 

 
The fields of SWDVs are obtained for 

each of the 4437 events considered in 
previous sections.  However, redundant 
times are removed (i.e., two different events 
that occur at the same valid time).  Only grid 
points that were included in an outbreak 

region at least once in the 4437 events 
analyzed are considered.  Furthermore, all 
grid points over water are excluded.  A 
Lambert-conformal map projection with 40-
km horizontal grid spacing encompassing 
the conterminous United States is used.  
This is consistent with previous studies 
attempting to associate SPC convective 
outlooks with probabilities of severe weather
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Figure 13:  (a)  Estimated PDF using KDE (as in Shafer and Doswell 2011) for all reports from 
1200 UTC 5 February 2008 to 1200 UTC 6 February 2008.  (b)  The 75% value of the PDF using 
SCP magnitudes analyzed at 0000 UTC 6 February 2008, as determined by the 2003–2007 
outbreak data.  (c)  As in (a), for 20 May 2006.  (d)  As in (b), using training data from 2001–2005 
for 20 May 2006. 
 
occurring within a certain distance of a point 
(e.g., Brooks et al. 1998). 

 
Frequencies of at least one report of 

severe weather occurring for at least the 
given magnitude of the selected SWDV 
generally increase with increased threshold 
magnitude (e.g., Fig. 11), for any type of 
severe weather.  However, there are 
obvious secular trends in the data (i.e., the 
increase in the frequencies at low variable 
thresholds).  Additionally, sample size 
uncertainties become pronounced at large 
thresholds (i.e., the variability in the 
frequencies for subsequent time periods at 
high SCP magnitudes in Fig. 11).  These 
results demonstrate the need for persistent 
assessment of associating diagnostic 
variables to probabilities of severe weather. 

 

The frequencies computed in this 
technique are conditional (i.e., a cluster of 
severe weather reports must be observed 
somewhere over the conterminous United 
States for each time considered).  
Additionally, the events are defined in 24-h 
increments (1200 UTC on the nominal date 
to 1200 UTC the following day – see Shafer 
and Doswell 2011). However, the large 
sample size of events considered and the 
large number of grid points outside of the 
associated outbreak regions provide a large 
sample of null grid points to consider.  
Additional work is planned to determine the 
frequencies of severe weather in smaller 
time intervals (down to three hours) for each 
day in a ten-year period to account for some 
of these limitations. 

 
This probabilistic approach also can 

distinguish the relative utility of the SWDVs  
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Figure 14:  (a)  Percentile values (2.5% in blue, 25% in red, 50% in black, 75% in green, and 
97.5% in magenta) of the PDFs (y-axis) for all severe weather reports as determined by the 
magnitudes of SCP (x-axis) at each grid point for all events from 2001–2005 (solid curves using 
local regression) and from 2006–2010 (points; local regression in dashes).  (b)  As in (a), using 
STP and PDFs for tornado reports only. 
 
(see Fig. 12).  For example, STP and 0-3 km 
EHI demonstrate relatively similar 
frequencies of severe weather of any type or 
of tornadoes in particular occurring; 
however, the product of SBCAPE and 0-6 
km bulk shear exhibit lower frequencies of 
severe weather or tornadoes occurring 
overall. 

 
Alternatively, one could associate the 

magnitudes of SWDVs with the density of 
observed severe weather reports (as in Fig. 
13).  To do this, the approximated PDFs 
(which increase for increased density of the 
reports) for each of the 4437 events are 
computed for each grid point in the 18-km 
Lambert-conformal horizontal grid used in 
Sections 3.1-3.4 (e.g., Figs. 13a,c).  As with 
the first technique, redundancies associated 
with events occurring at the same time are 
excluded. 

 
To develop probabilities of density 

exceedance, a distribution of PDFs for 
incremented magnitude ranges of a SWDV 
(e.g., SCP values from 0.25-0.75, 0.75-1.25, 
1.25-1.75, etc.) is obtained.  Percentile 
values of the PDF then are computed for 
each of these magnitude ranges.  These 
percentile values are frequencies in which 
the PDFs are at or below the magnitude 
associated with the percentile selected.  For 
example, the 75

th
 percentile value of PDF for 

the SCP magnitude of 50 for outbreaks 
considered from 2001–2005 is ~0.0005 (Fig. 

14a), meaning that 75% (25%) of the grid 
points with the SCP magnitude of 50±0.25 
had PDF magnitudes ≤ 0.0005 (≥ 0.0005).   

 
The 75

th
 percentile values of the PDFs 

for the 5 February 2008 and 20 May 2006 
events (Fig. 13) indicate that there is a 
strong association between the highest 
values of SCP (given the higher predicted 
values of PDF in Figs. 13b,d) and the 
highest density of reports (given the 
observed values of PDF in Figs. 13a,c).  In 
this example, the predicted PDF values are 
based on training the previous five years of 
events.  Using this training technique, the 
PDF distributions appear to generalize for 
the magnitudes of the SWDVs in which an 
adequate sample size is available (Fig. 14).  
That is, for relatively small magnitudes of the 
SWDVs (in which a large sample of grid 
points is available), the PDF distributions 
between 5-year training and 5-year testing 
sets are reasonably similar.  This is true for 
all types of severe weather (e.g., Fig. 14a) 
and individual types of severe weather (e.g., 
tornadoes in Fig. 14b).  As the sample size 
of grid points available for PDF calculations 
decreases (i.e., for increasingly large values 
of the SWDV of interest), the PDF 
magnitude predicted by the training data 
does not generalize well (e.g., SCP >50 in 
Fig. 14a; STP >10 in Fig. 14b).  Training 
data for events spanning a larger number of 
years suffer from secular trends in the 
reporting of severe weather (not shown). 
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The two probabilistic techniques 

proposed have several limitations.  For 
example, only one analysis time is used to 
compute the probabilities.  The fields of 
SWDVs valid at the times of the events may 
not be representative of the environments in 
which severe weather occurred several 
hours before or after the analysis time.  In 
future work, the maximum magnitude of the 
SWDV observed during the 24-h period will 
be used to compute the probabilities.  
Furthermore, smaller lengths of time can be 
used to compute report densities, which may 
provide a more accurate assessment of 
probabilities associated with magnitudes of 
SWDVs.  Finally, as alluded to above, 
events in which the threshold criteria of 
severe weather report number and density 
are not considered, and furthermore, days in 
which no severe weather is observed are 
not considered.  This leads to the 
computation of conditional probabilities. 

 
4.  DISCUSSION 
 

The KDE technique introduced by 
Shafer and Doswell (2011) provides a 
simple means of obtaining a severe weather 
outbreak climatology.  The area associated 
with each outbreak, as determined by KDE, 
is used to evaluate the spatial extent and the 
average magnitudes of synoptic and 
SWDVs observed with each event.  
Subsequently, the so-called areal coverage 
technique is tested to assess the skill with 
which the most significant severe weather 
outbreaks can be distinguished from less 
significant events.  In addition, the observed 
frequencies of at least one severe weather 
report occurring within a certain distance of 
a point in which a threshold magnitude of a 
SWDV is exceeded, and the percentile 
values of report densities (represented by 
PDF values) for a given SWDV magnitude 
are computed. 

 
The most significant severe weather 

outbreaks typically feature relatively strong 
(>20 m s

-1
) 500-mb wind speeds in primarily 

westerly or southwesterly flow and relatively 
strong (>10 m s

-1
) 850-mb wind speeds in 

primarily southerly, southwesterly, or 
westerly flow.  These events also tend to be 
associated with relatively low geopotential 
heights at all levels, and lower than average 

sea-level pressure in the region of interest.  
These results agree with subjective notions 
of significant severe weather outbreaks, and 
agree with many previous studies on severe 
weather discrimination (e.g., Brooks et al. 
2003; Hamill et al. 2005). 

 
Additionally, there is a tendency for 

above average values of most SWDVs 
(such as bulk shear, SREH, EHI, SCP, 
STP), which encompass larger areas than in 
less significant events.  This agrees with 
recent studies on discrimination of outbreak 
types (Shafer et al. 2009; 2010).  The high 
correlation among many of these variables 
suggests that there is potential for only 
limited improvement with the use of multiple 
variables (see Fig. 5a, e.g.). 

 
The areal coverage of these variables 

exhibits considerable skill in discriminating 
major and minor outbreaks of severe 
weather (maximum Heidke skill scores 
~0.5).  Herein, major outbreaks feature 
multiple significant tornadoes and/or an 
anomalously large number of significant 
nontornadic reports.  Moreover, the 
technique appears to be promising in an 
operational setting, with skill scores of WRF-
simulated fields of SWDVs statistically 
similar to SPC convective outlooks issued 
after the initial times of the simulations. 

 
Although the probabilistic techniques 

proposed here have substantial limitations 
(see the final paragraphs of Section 3.5), the 
methods show promise in relating the 
magnitudes of SWDVs to severe weather 
report frequency and density.  As expected, 
event frequency and report density tend to 
increase with the magnitude of the SWDV.  
However, the secular trends in severe 
weather reporting and the low sample size 
of grid points with large variable magnitudes 
suggest large uncertainty.  Persistent 
assessment of these frequencies in the 
future is necessary for the development of 
skillful guidance.   

 
The techniques proposed show 

substantial promise for implementation in an 
operational setting.  Future work includes 
developing an ensemble framework for the 
areal coverage technique, computing event 
frequencies and percentile values of report 
density at increased temporal resolution, 
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using multiple SWDVs for calculation of 
probabilities (including conditional 
probabilities), and assessing the impacts of 
model bias on the optimal areal coverage 
thresholds for distinguishing major and 
minor outbreaks. 
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