
P69    COMPARISON OF FOUR PRECIPITATION FORCING DATASETS IN LAND INFORMATION SYSTEM 
SIMULATIONS OVER THE CONTINENTAL U.S. 

 
 

Jonathan L. Case*
1
, Sujay V. Kumar

2
, Robert J. Kuligowski

3
, and Carrie Langston

4
 

 
 

1
ENSCO, Inc./Short-term Prediction Research and Transition (SPoRT) Center, Huntsville, AL 

2
SAIC/NASA Goddard Space Flight Center, Greenbelt, MD;  

3
NOAA/NESDIS/Center for Satellite Applications and Research, College Park, MD; 

4
Cooperative Institute for Mesoscale Meteorological Studies (CIMMS), Norman, OK 

 

 

 

1. INTRODUCTION 

 

The NASA Short-term Prediction Research and 
Transition (SPoRT) Center in Huntsville, AL is running a 
real-time configuration of the Noah land surface model 
(LSM) within the NASA Land Information System (LIS) 
framework (hereafter referred to as the “SPoRT-LIS”).  
Output from the real-time SPoRT-LIS is used to 
initialize land surface variables for local modeling 
applications, and is displayed in decision support 
systems for situational awareness and drought 
monitoring at select National Weather Service (NWS) 
partner offices.  The SPoRT-LIS is run over a domain 
covering the southeastern portion of the Continental 
United States (CONUS), fully nested within the 
National Centers for Environmental Prediction (NCEP) 
Stage IV precipitation analysis grid, which provides 
precipitation forcing to the offline LIS-Noah runs.   

The SPoRT Center seeks to expand the real-time 
LIS domain to the entire CONUS; however, 
geographical boundaries and other limitations with the 
Stage IV analysis product have inhibited this expansion.  
Therefore, a goal of this study is to test alternative 
precipitation forcing datasets with coverage 
encompassing the entire CONUS region that can 
enable a SPoRT-LIS expansion to a full CONUS domain.   

For this paper, four hourly precipitation datasets 
used to force experimental LIS integrations for one 
year are inter-compared on a CONUS domain with 3-
km grid spacing: 

• North American Land Data Assimilation System 
phase 2 (NLDAS2) hourly analyses, 

• NCEP Stage IV hourly precipitation,  
• Next generation Geostationary Operational 

Environmental Satellite (GOES) quantitative 
precipitation estimate (QPE) algorithm from 
NESDIS/STAR, and 

• National Mosaic and QPE (NMQ) product from 
the National Severe Storms Laboratory (NSSL).   

The ultimate goal is to identify an alternative 
precipitation forcing dataset that can best support an 
expansion of the real-time SPoRT-LIS to a domain 
covering the entire CONUS. 
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Section 2 gives background information on the 
NASA LIS and the current real-time SPoRT-LIS 
configuration.  Section 3 describes the precipitation 
datasets and configuration / methodology used for the 
LIS simulation experiments.  Preliminary results are 
shown in Section 4 followed by a summary and future 
work in Section 5.   

2. NASA LAND INFORMATION SYSTEM AND 

SPORT-LIS CONFIGURATION 

2.1 LIS software framework 

The NASA LIS is a high performance land surface 
modeling and data assimilation system that integrates 
satellite-derived datasets, ground-based observations 
and model reanalyses to force a variety of LSMs 
(Kumar et al. 2006; Peters-Lidard et al. 2007).  By using 
scalable, high-performance computing and data 
management technologies, LIS can run LSMs offline 
globally with a grid spacing as fine as 1 km to 
characterize land surface states and fluxes.  LIS has also 
been coupled to the Advanced Research Weather 
Research and Forecasting dynamical core (Kumar et al. 
2007) for numerical weather prediction (NWP) 
applications.   

2.2 SPoRT-LIS Description 

In the SPoRT-LIS, version 3.2 of the Noah LSM (Ek 
et al. 2003; Chen and Dudhia 2001) is run offline (i.e., 
uncoupled from an NWP model) over a southeastern 
CONUS domain at 3-km grid spacing for a continuous 
long simulation.  The soil temperature and volumetric 
soil moisture fields are initialized at constant values of 
290 K and 20% in all four Noah soil layers (0-10, 10-40, 
40-100, and 100-200 cm).   

2.2.1 Static input fields 

The SPoRT-LIS uses the International Geosphere-
Biosphere Programme (IGBP) land-use classification 
(Loveland et al. 2000) as applied to the Moderate 
Resolution Imaging Spectroradiometer (MODIS) 
instrument (Friedl et al. 2010).  All static and dynamic 
land surface fields are masked based on the 
IGBP/MODIS land-use classes.  The soil properties are 
represented by the State Soil Geographic (STATSGO; 
Miller and White 1998) database.   

Additional required parameters include a 0.05° 
resolution maximum snow surface albedo derived 



from MODIS (Barlage et al. 2005) and a deep soil 
temperature climatology (serving as a lower boundary 
condition for the soil layers) at 3 meters below ground, 
derived from 6 years of Global Data Assimilation 
System (GDAS) 3-hourly averaged 2-m air 
temperatures using the method described in Chen and 
Dudhia (2001).  In addition, real-time green vegetation 
fraction (GVF) data derived from MODIS normalized 
difference vegetation index (NDVI) data (Case et al. 
2011) are incorporated into the LIS runs in place of the 
default monthly climatology GVF dataset (Gutman and 
Ignatov 1998).  The real-time MODIS GVF are produced 
by SPoRT on a CONUS domain with 0.01° (~1 km) grid 
spacing, and updated daily with new MODIS NDVI 
swath data. 

2.2.2 Simulation and atmospheric forcing 

The Noah LSM simulation in the recently-upgraded 
SPoRT-LIS configuration (Case et al. 2012) was 
initialized at 0000 UTC 1 June 2010, coinciding with the 
first day of availability of the real-time SPoRT-MODIS 
GVF.  The simulation was run for over two years prior 
to use for real-time applications (effective September 
2012), in order to ensure that no memory of the 
unrealistic uniform soil initial conditions was retained.  
The atmospheric forcing variables required to drive the 
LIS/Noah integration consist of surface pressure, 2-m 
temperature and specific humidity, 10-m winds, 
downward-directed shortwave and longwave 
radiation, and precipitation rate.  In the long-term 
simulation, all atmospheric forcing variables are 
provided by hourly analyses from the North American 
Land Data Assimilation System phase 2 (NLDAS2; Xia et 
al. 2012), except for precipitation, where hourly 
precipitation analyses from the NCEP Stage IV 
precipitation product (Lin and Mitchell 2005; Lin et al. 
2005) are used.  The grid spacing of the NLDAS2 
analyses is one-eighth degree (~14 km) whereas the 
Stage IV analyses have ~4.8 km grid spacing.  The Noah 
LSM solution ultimately converges to a modeled state 
based on the NLDAS2 and Stage IV precipitation input.   

The Stage IV precipitation analyses are typically 
available within an hour or two of the current time.  
However, limitations associated with the temporal 
availability of NLDAS2 analyses in real time warrant the 
use of alternative datasets in order to provide timely 
SPoRT-LIS output to end users each day.  Currently, the 
NLDAS2 forcing files are only available through about 
four days prior to the current day.  Therefore, to 
integrate LIS/Noah from the time availability of 
NLDAS2 to approximately the current time, the LIS is 
re-started using atmospheric forcing files from the 
NCEP GDAS (Parrish and Derber 1992; NCEP EMC 
2004), along with a continuation of the Stage IV hourly 
precipitation.  The GDAS contains 0−9 hour short-
range forecasts of the required atmospheric forcing 
variables at 3-hourly intervals, derived from the data 
assimilation cycle of the NCEP Global Forecast System 
(GFS) model.  The GDAS files are available about 6−7 
hours after the valid GFS forecast cycle (e.g. GDAS 0−9 
h files from the 1200 UTC forecast cycle are available 
approximately between 1800 UTC and 1900 UTC).   

Finally, to ensure continuous availability of SPoRT-
LIS output for initializing LSM fields in local modeling 

applications, an additional LIS re-start is made driven 
by atmospheric forcing from the NCEP GFS model 3−15 
hour forecasts.  The small predictive component of the 
SPoRT-LIS is done in order to capture the diurnal 
heating cycle impact on surface energy fluxes.  The 
short-range SPoRT-LIS output then is provided to the 
NWS Birmingham, AL forecast office in support of their 
convective initiation and summer precipitation 
prediction activities, which includes real-time SPoRT-
LIS output in their forecast process (Goggins et al. 
2010; Unger et al. 2011).   

The SPoRT-LIS cycle is initiated four times daily at 
0400, 1000, 1600, and 2200 UTC with the history re-
starts of the LIS simulation as described above.  In each 
cycle, the first re-start simulation begins 5 days before 
the current time, over-writing previous output files to 
ensure a model convergence towards NLDAS2 + Stage 
IV precipitation forcing.  For further clarity, the 
structure and timing of the real-time LIS simulation 
and history re-starts are illustrated in Figure 1.   

3. PRECIPITATION DATASETS AND EXPERIMENT 

METHODOLOGY 

The NLDAS2 dataset is used as the control run, 
with each of the other three datasets considered 
experimental runs compared to the control.  The 
characteristics of each precipitation dataset are 
described below.  The regional strengths, weaknesses, 
and biases of each precipitation analysis are identified 
relative to the NLDAS2 control in terms of accumulated 
precipitation pattern and amount, and the impacts on 
the subsequent LIS-Noah LSM spin-up simulations. 

3.1 NLDAS2  

The precipitation fields in the NLDAS2 product 
consist of hourly accumulated precipitation on a 0.125° 
grid with coverage over northern Mexico, the CONUS, 
and southern Canada (i.e. from 25° to 52° N latitude).  
Precipitation fields are blended from a combination of 
data from the 3-hour North American Regional 
Reanalysis (NARR), daily Climate Prediction Center 
(CPC) rain gauges, 0.5-hour CPC Morphing (CMORPH) 
technique fields, hourly NCEP Stage II data, and the 
PRISM topographical adjustment (Daly et al. 1994).  
The daily CPC gauges are temporally disaggregated 
into hourly totals based on Stage II radar information. 

3.2 Stage IV 

The NCEP Stage IV precipitation analyses are 
generated in near real time on a 4.8-km grid over much 
of the CONUS.  The hourly accumulated precipitation 
fields are a combination of radar rain rates and gauge 
observations.  The Stage IV analyses receive 
contributions from the various River Forecast Centers 
across the U.S., so some real-time products do not 
contain contributions in certain regions.  One 
limitation to the Stage IV grid is its odd-shaped polygon 
grid (as a result of individual contributions from 
NOAA/NWS River Forecast Centers), which cuts off 
portions of the Pacific NW, southern Canada, and 
northern Mexico (Figure 2).  As a result, sharp artificial 
gradients in simulated soil moisture result when Stage 
IV data are used in a CONUS LIS integration.   



 
Figure 1.  Diagram outlining the structure and timing of the real-time SPoRT-LIS simulation, conducted four 
times daily at 0400, 1000, 1600, and 2200 UTC. Each history re-start simulation is a continuation of the single 
long integration that was initialized at 0000 UTC 1 June 2010.  Output is over-written by each new re-start to 
ensure the simulation converges to a modeled state based on NLDAS2 and Stage IV precipitation forcing. 

 

 
Figure 2.  Geographical extent of the NCEP Stage IV analysis domain, given 
by the polygon shaded region. 



3.3 National Mosaic QPE (NMQ) 

The NSSL NMQ (Zhang et al. 2011) is a high-
resolution, hourly precipitation product (with optional 
finer time scales) analyzed on a 0.01° grid (~1 km) 
extending from northern Mexico to southern Canada.  
It is a similar blended radar / rain gauge product as the 
Stage IV, but with greater geographical coverage and 
nearly 5 times the grid resolution.  The primary 
limitation experienced with the database tested for 
this experiment is that it has zero values assigned in 
data-void regions instead of assigning missing values.  
Also, radar coverage gaps show up quite distinctly in 
the intermountain U.S. West, especially in the winter 
months when precipitation systems tend to be 
shallower with less detection ability of the radars. 

3.4 NESDIS/STAR next generation GOES QPE 

This experimental precipitation product (a 
modification of the algorithm first presented in 
Kuligowski 2002) uses current-generation GOES IR data 
calibrated against microwave satellite measurements 
to estimate precipitation on a ~4-km grid.  It is a 
version of the official GOES-R algorithm working group 
product for the forthcoming next generation in 
geostationary satellites that has been significantly 
simplified to run on current GOES.  The coverage of the 
GOES next generation QPE is the most extensive of any 
of the precipitation products, with coverage over much 
of the Western Hemisphere.  However, like any purely 
satellite-based precipitation algorithm, it has 
challenges with QPE in stratiform regions and areas 
with an extensive high cirrus canopy.  In these 
situations, precipitation tends to be over-estimated 
compared to radar/gauge-based techniques. 

3.5 LIS integration methodology 

The LIS integration for the precipitation forcing 
comparison follows a similar configuration to that of 
the current real-time SPoRT-LIS, except for using an 
expanded CONUS domain with the same 3-km grid 
spacing.  A one-year simulation is conducted from 1 
September 2011 to 1 September 2012 using the same 
initialization as described in the previous section for 
the SPoRT-LIS.  All the same static parameters as in the 
SPoRT-LIS are used in these experimental one-year 
simulations.  Atmospheric forcing in the control LIS run 
is provided by hourly NLDAS2 analyses with 
background forcing fields given by 3-hourly GDAS files 
outside of the geographical coverage of NLDAS2 (i.e., 
small parts of the CONUS LIS domain in southern 
Canada and northern Mexico).  The experimental LIS 
runs have the same configuration as the control, 
except that NLDAS2 precipitation is replaced by Stage 
IV, NMQ, and GOES QPE, respectively.   

4. PRELIMINARY RESULTS OF LIS SIMULATIONS 

The LIS integrations were made not only to assess 
the impact of the precipitation datasets on the Noah 
soil moisture fields, but also to examine the 
accumulated precipitation fields in 30-day intervals 
throughout the year.  Comparisons of 30-day 
accumulated precipitation fields show the varying 

levels of detail and help reveal biases of each dataset 
relative to one another.   

4.1 Thirty-day accumulated precipitation fields 

Figure 3 presents a summary of 30-day 
accumulated precipitation fields at quarterly intervals 
from October 2011 to July 2012.  The control 
precipitation (NLDAS2) is shown in the left-most 
column and compared to Stage IV (2

nd
 column from 

left), NMQ (3
rd

 column) and GOES QPE (4
th

 column).  A 
general observation is that the radar/gauge-based 
datasets (NLDAS2, Stage IV, and NMQ) exhibit the 
most similar patterns to one another in each 30-day 
period, especially east of the Rockies.  The GOES QPE 
satellite-based estimates in column 4 are consistently 
higher in both spatial coverage and intensity compared 
to the other three datasets. 

We now examine more of the details in each 
dataset, beginning with Stage IV in column 2.  The first 
consistent issue noted with the Stage IV accumulated 
precipitation is the anomalously low precipitation 
amounts in a couple of “patches” across southeastern 
Canada.  In each quarter, low values are seen near the 
northeastern edges of the Stage IV grid (Figure 2) 
leading to sharp artificial gradients in 30-day 
accumulated precipitation.  This problem is likely due 
to these patches being outside of radar and/or gauge 
coverage.  In January 2012, the artificial minimum 
extends from the westernmost patch across southern 
Canada along the northern edge of the Stage IV grid 
boundary.  Additional problems with the Stage IV 
accumulated precipitation occur in the western U.S. 
from southern Oregon south to the Mexico border.  It 
appears that data are consistently missing in California 
and Nevada throughout the year.  It may be necessary 
to acquire the archived hourly Stage IV precipitation 
files for the integration period to determine if the real-
time acquisition consistently results in incomplete files. 

The NMQ (column 3) shows similar patterns to the 
Stage IV (particularly east of the Rockies) but with a 
little more detail due to its higher resolution grid (~1 
km spacing vs. ~4.8 km spacing in Stage IV).  The 
influence of radar range rings in the precipitation 
analysis is more pronounced in the NMQ analyses, 
especially in the western U.S. and southern Canada 
where radar and gauge coverage tends to be less than 
in other regions.  In addition, gaps in radar coverage in 
the intermountain West result in near zero 
precipitation amounts that correlate closely to these 
gaps (not shown), especially in the cool-season months 
when the depth of precipitation systems tends to be 
shallower and thus are over-shot by the radar beams in 
the complex terrain.  In addition, with the NMQ 
domain extending further north and south of the 
images shown, values are set to zero (instead of 
missing) in areas where no input data exist in Canada 
and Mexico.  This is a characteristic of the NMQ 
dataset used for this experiment and could be 
amended in the future. 

As noted earlier, the GOES QPE has far too much 
precipitation in the analysis over too great an area.  
Future versions of the GOES QPE algorithm should 
address this consistent over-representation of 
precipitation, including an algorithm flaw identified by 



one of the authors immediately prior to publication.  
For now, it appears that the GOES-R precipitation 
algorithm is not yet suitable for use in land surface 
modeling applications. 

4.2 Impacts on soil moisture distribution 

The root zone relative soil moisture distribution 
(40-100 cm layer of LIS-Noah; Figure 4) generally 
follows the precipitation patterns closely.  The NLDAS2 
experiment (serving as the control run) generally has 
the smoothest and most realistic looking gradients in 
soil moisture distribution, except in July 2012 when an 
artificial high precipitation bulls-eye occurs in southern 
Ontario between Lakes Huron and Ontario (bottom-
left panel of Figure 3 and Figure 4; likely caused by 
input precipitation data from the NARR that is not 
being blended correctly).  The extent of the summer 
2012 drought is quite apparent in the soil moisture 
minimum that covers much of the Midwest and Plains 
(relative soil moisture < 5% in bottom panel of column 
1 in Figure 4).   

The broad soil moisture patterns in the Stage IV 
run (column 2 of Figure 4) closely follow the NLDAS2 
run, except in the problem areas noted in the previous 
sub-section.  Artificial soil moisture gradients can be 
seen in southeastern Canada and the Pacific Northwest 
states, with artificially low values in California and 
Nevada due to the low accumulated precipitation 
anomaly as described earlier.  Problems can also be 
seen in parts of Mexico in July 2012. 

The NMQ run (column 3 of Figure 4) also exhibits 
similar soil moisture patterns to the NLDAS2 run in 
each month, except that the radar cut-off patterns are 
more pronounced in southern Canada.  Soil moisture is 
too dry in Mexico and parts of Canada relative to 
NLDAS2, particularly by July 2012. 

The GOES QPE run (column 4) has the most 
disparate root-zone soil moisture patterns compared 
to the NLDAS2 control run due to the exceedingly high 
coverage and intensity of precipitation.  The most 
severe biases in soil moisture compared to NLDAS2 are 
seen in April 2012 over the northwest quarter of the 
CONUS.  Severe wet biases are also seen in much of 
the eastern CONUS, Upper Midwest, and High Plains 
during July 2012.  The drought is somewhat captured 
in the Plains, given by a fairly large area of relatively 
drier soil moisture.  However, almost the entire 
domain suffers from an overall wet bias due to over-
estimated precipitation. 

4.3 Experiment with NMQ to improve areas with 
radar gaps and zero values 

An experimental run was made to help alleviate 
the radar gap issues in the NMQ precipitation analyses 
over the intermountain West of the CONUS, Mexico, 
and parts of southern Canada.  In this simple 
experiment, NMQ precipitation superseded the 
NLDAS2 only when NMQ values were non-zero.  The 
idea is that consistent problem areas where NMQ has 
no available data (and thus grid point values of zero) 
are not used, thereby retaining the background 
NLDAS2 precipitation values.  The same concept could 
be used with the Stage IV dataset in its problem areas 
over southeastern Canada, Mexico, and the western 

CONUS.  However, we would first like to download 
archived Stage IV precipitation analyses to determine 
whether this improves the problems in California and 
Nevada. 

The results of this “NMQ > 0” experiment are 
presented in column 4 of Figure 5 and Figure 6 (in 
place of the GOES QPE results) while retaining the 
original NLDAS2, Stage IV, and NMQ experiment 
results in columns 1 through 3, respectively, for 
comparison purposes.  In each quarter, the 30-day 
accumulated precipitation fields are wetter overall in 
the NMQ > 0 run compared to the original NMQ LIS 
run.  However, the radar gap problems out West 
appear to be significantly improved in the NMQ > 0 
simulation, particularly from October 2011 to April 
2012 (column 4 of Figure 5).  The zero precipitation 
areas in Mexico and Canada have assumed the 
background NLDAS2 values, as expected.  The net 
result is a much more appealing distribution of 
precipitation in each month presented, with generally 
smooth and realistic-looking gradients and transition 
zones.  Many of the high-resolution details of the 
original NMQ simulation are still retained. 

An examination of the precipitation and soil 
moisture difference fields from July 2012 in Figure 7 
reveals the impacts of the NMQ > 0 experiment.  First, 
the NMQ – NLDAS2 differences in the first column 
show that NMQ was consistently higher in July 2012 
over the U.S. High Plains and southern Canada, 
indicative of the contributions from radar data at 
higher resolution.  The radar gaps in the intermountain 
West show up as negative precipitation differences, 
whereas the problem with zero values over Canada 
and Mexico have the most negative precipitation 
differences, and subsequently negative soil moisture 
differences.   

When only non-zero NMQ precipitation replaces 
the NLDAS2 precipitation (column 2), the negative 
differences disappear in Canada and Mexico since 
NLDAS2 values prevail there.  [The negative bulls-eye 
in southern Ontario, Canada is indicative of the 
problem with the NLDAS2 precipitation alluded to 
earlier.]  Many of the negative precipitation 
differences in the intermountain West from NMQ – 
NLDAS2 disappear in the NMQ > 0 – NLDAS2 difference 
plot.  In general, positive precipitation differences 
remain over much of the domain in areas where NMQ 
data exist, leading to higher root zone soil moisture in 
many areas (bottom of column 2).  A strong influence 
of radar contribution and beam blockage is evident in 
the soil moisture difference field in the intermountain 
West.   

Finally, the difference fields between the NMQ > 0 
and NMQ simulations (3

rd
 column) show how the 

resulting 30-day precipitation only increases in much of 
the domain (top-right panel).  The resulting root zone 
soil moisture difference shows that more moist 
conditions prevail most everywhere, except in the 
Midwest region plagued by drought in July 2012 
(bottom-right panel of Figure 7).  Much of the soil 
moistening that occurs is a result of the accumulation 
of 11 months of precipitation differences between the 
NMQ > 0 and NMQ simulations.  Besides Canada and 
Mexico, the most substantial soil moistening in 



NMQ > 0 occurs in the southeastern U.S. and Pacific 
Northwest. 

5. SUMMARY AND FUTURE WORK 

This paper and poster presented a description of 
the current real-time SPoRT-LIS run over the 
southeastern CONUS to provide high-resolution, land 
surface initialization grids for local numerical model 
forecasts at NWS forecast offices.  The LIS hourly 
output also offers a supplemental dataset to aid in 
situational awareness for convective initiation 
forecasts, assessing flood potential, and monitoring 
drought at fine scales.   

It is a goal of SPoRT and several NWS forecast 
offices to expand the LIS to an entire-CONUS domain, 
so that LIS output can be utilized by NWS Western 
Region offices, among others.  To make this expansion 
cleanly so as to provide high-quality land surface 
output, SPoRT tested new precipitation datasets in LIS 
as an alternative forcing dataset to the current 
radar+gauge Stage IV product.  Similar to the Stage IV 
product, the NMQ product showed comparable 
patterns of precipitation and soil moisture distribution, 
but suffered from radar gaps in the intermountain 
West, and incorrectly set values to zero instead of 
missing in the data-void regions of Mexico and Canada.   

The other dataset tested was a highly-simplified 
version of the next-generation GOES-R QPE algorithm, 
which experienced a high bias in both coverage and 
intensity of accumulated precipitation relative to the 
control (NLDAS2), Stage IV, and NMQ simulations.  The 
resulting root zone soil moisture was substantially 
higher in most areas. 

Future efforts towards an expanded real-time LIS 
domain include the examination of yet more 
alternative precipitation datasets such as the TRMM 
microwave product (3B42RT) and the precipitation 
product generated by Environment Canada.  A more 
quantitative evaluation of the LIS-Noah output is 
warranted through comparisons to in situ soil 
measurements such as those in the Soil Climate 
Analysis Network (Schaefer et al. 2007).  Additionally, 
SPoRT plans to assimilate soil moisture retrievals using 
the Ensemble Kalman filter algorithm within LIS (Kumar 
et al. 2008; Kumar et al. 2009).  Assimilating soil 
moisture retrievals should help improve the modeled 
soil moisture fields, especially in areas where the 
precipitation forcing datasets do not have good data 
coverage or representativeness. 
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Figure 3.  Thirty-day accumulated precipitation from the four different forcing datasets applied in the 
one-year experimental LIS integration (NLDAS2, Stage IV, NMQ, and GOES QPE along columns) during 
four different months of October 2011, January 2012, April 2012, and July 2012 (along rows). 

 

 
Figure 4.  Depiction of the 40-100 cm relative soil moisture (ratio between wilting and saturation points, given in 
%; aka “available water”) from the Noah land surface model within the one-year experimental LIS integrations, 
using the four different forcing datasets (NLDAS2, Stage IV, NMQ, and GOES QPE along columns).  The valid 
times for the soil moisture are 0000 UTC on 31 October 2011, 29 January 2012, 28 April 2012, and 27 July 2012 in 
the rows indicated by the month and year, respectively. 



 
Figure 5.  Same as in Figure 3, except depicting the “NMQ > 0” experiment in place of GOES QPE in the 

fourth column. 
 

 
Figure 6.  Same as in Figure 4, except depicting the “NMQ > 0” experiment in place of GOES QPE in the 

fourth column. 



 
Figure 7.  Differences in 30-day accumulated precipitation during July 2012 (top row) and differences in 
simulated 40−−−−100 cm relative soil moisture on 0000 UTC 27 July 2012 (bottom row).  Difference fields shown are 
for NMQ – NLDAS2 precipitation/simulations (left column), NMQ > 0 – NLDAS2 precipitation/simulations 
(middle column), and NMQ > 0 – NMQ precipitation/simulations (right column). 


