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Abstract 

This paper documents the application of the WRFDA/Hybrid ETKF data 

assimilation system to a hurricane case on the AirDat, LLC (http://www.airdat.com/) 

operational grid with the Tropospheric Airborne Meteorological Data Reporting 

(TAMDAR) observations.   

This study proposed an advanced inflation scheme by projecting the estimation of 

the forecast error onto each particular eigenvector of the estimated ensemble covariance 

matrix. As a result, it restores lesser amounts of covariance in the eigen-directions 

associated with stronger projection of the forecast error onto the ensemble subspace, 

offsetting the under/over inflation in the previous inflation schemes. The preliminary 

results show that the revised inflation factor scheme ameliorates the ETKF ensemble 

spread instability by maintaining greater inter-cycle continuity for the eigen-structure of 

the posterior spread. As one of the first studies to apply TAMDAR data to hurricane 

forecasting using Hybrid system, the results show the TAMDAR data in Hybrid system 

generally improved the environment compared to 3DVAR for wind speed and specific 

humidity. TAMDAR observations improve the forecast skill for hurricane parameters 

such as track location and central pressure. Using TAMDAR data within Hybrid can 

improve maximum wind forecast.  

Keywords: WRFDA/Hybrid, ETKF, TAMDAR, covariance inflation, hurricane 
forecasting 
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1. Introduction 

The most common data assimilation schemes are Variational (e.g., Parrish and 

Derber 1992; Courtier et al. 1994, 1998; Gauthier et al. 1998; Rabier et al. 1998, 2000), 

which are widely used in many operational centers. A different approach is ensemble 

kalman filter (e.g., Evensen 1994; Houtekamer and Mitchell 1998, 2001, 2005; Anderson 

2001; Whitaker and Hamill 2002; Snyder and Zhang 2003; Hamill and Whitaker 2005), 

which can provide a practical way of representing the probability distribution function of 

forecast errors. However, many of the current ensemble-based data assimilation 

techniques serially process the observations and the computational cost is large with large 

amount of observations. Hybrid techniques are efficient to improve analysis by 

introducing flow-dependent background error information from ensemble forecasts into a 

variational data assimilation system and easy to implement. It has been proposed (eg., 

Hamill and Snyder 2000; Lorenc 2003; Etherton and Bishop 2004; Wang et al. 2007, 

2008a), implemented and tested with real numerical weather prediction (NWP) model for 

real data (e.g., Buehner 2005; Wang et al., 2008b; Buehner et al., 2010 a, b; Wang 2011; 

Wang et al., 2011; Whitaker et al., 2011). 

Tropospheric Airborne Meteorological Data Reporting (TAMDAR) is a mulit-

function (observing moisture, icing, turbulence, Temperature, wind, and pressure) in-situ 

atmospheric sensor for aircraft. TAMDAR sensors are installed on commercial aircraft 

and continuously transmit atmospheric observations. While preliminary tests show that 

TAMDAR improved regional numerical weather prediction (e.g., Jacobs et al., 2006; Liu 

et al., 2007; Moninger et al., 2007, 2010). TAMDAR assimilation in the Weather 

Research and Forecasting (WRF, Skamarock et al. 2008) model and its Data Assimilation 
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(WRFDA, Barker et al. 2012) system is also proved to be promising (Wang and Huang, 

2012; Gao et al., 2012), to date there is no published study applying Hybrid method to the 

assimilation of TAMDAR data for Tropical cyclones (TCs) predictions. This study serves 

as a pilot study applying the hybrid ensemble-3DVAR system-WRFDA/Hybrid ETKF 

developed for the WRF model (Wang et al. 2008a) to explore its potential for 

assimilating TAMDAR observation for hurricane forecasts.  

WRFDA/ Hybrid ETKF system was enhanced to assess the impact of TAMDAR 

data on analysis and forecasts of hurricane Paula (2010) on AirDat operational domain. 

The ETKF scheme does not have covariance localization to avoid the spurious covariance 

between distant grid points and a single inflation is applied for the whole domain. A 

hurricane or tropical cyclone may therefore be sensitive to large perturbations, causing 

forecast model unstable. A new adaptive inflation scheme is introduced for WRFDA/ 

Hybrid ETKF to offset the under-sampling and inappropriate inflation issues. 

This paper is organized as follows: Section 2 introduces the WRFDA/Hybrid ETKF 

system and advanced improvements. Experimental design is described in section 3. 

Ensemble posterior spread, inflation and forecast verification are presented in section 4. 

The summary and future perspectives are presented in last section. 

2. The WRFDA/Hybrid and ETKF system 

2.1 WRFDA/Hybrid System 

The detailed description of the WRFDA/Hybrid data assimilation system developed 

for WRF was documented in Wang et al. (2008a). For state vector x , the analysis 

increment of the Hybrid scheme, 'x , is the sum of two terms, 
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, where the first term '
1x  is the increment associated with WRFDA/3DVAR static 

background covariance and the second term is the increment associated with flow-

dependent covariance. Here, K  is the ensemble number and kα  is the extended control 

variable as defined by Lorenc (2003). e
kx  is the thk  ensemble perturbation state vector. 

The symbol ‘ ’ denotes the Schur product (element by element product) of the vectors 
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1 'T  is the traditional WRFDA/3DVAR background term associated 

with the static covariance B  and aCa 1T

2

1
2  is the Hybrid term associated with flow-

dependent covariance. Here,a  defined as the extra control variable is a vector formed by 
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vector d  is defined as, )(xyd bo H , where oy is the observation vector, bx  is the 

background forecast state vector, and H is observation operator ( H  the linearized 

observation operator). )Hx(dR)Hx(d 1 ''  T
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ensemble covariance localization, containing the horizontal localization in this study, 

which is modeled by a recursive filter transform. 

2.2 WRFDA/ETKF analysis scheme 

ETKF is a form of Kalman Filter approach which estimates forecast error from the 

ensemble covariance matrix of the ensemble forecast perturbations (Bishop et al. 2001). 

The solution of ETKF is designed as:  

   TXX ba                                                                  (3) 

, by transforming the matrix of forecast perturbations bX into a matrix of analysis 

perturbations aX , whose columns contain K analysis perturbations, Kka
k ,...,1,' x  by a 

transformation matrix T . The transformation matrix is chosen to ensure the matrix of 

analysis perturbations will be expected to stand for the true analysis error covariance, 

which is solved based on the distribution and the quality of the observation and forecast 

errors, as  

.21 T/ CI)C(ΓT                                                        (4) 

Here, C  contains eigenvectors and  contains the eigenvalues of the KK   matrix 

bTb HXRHX 1)(  and I  is the identity matrix. The computation cost of Eq. (4) is 

relatively cheap with an ensemble size K of 100 or less. The ETKF transform vector 

depends on the eigen-structure of the ensemble covariance matrix in the observational 

space normalized by the observation errors. The magnitude of the ETKF spread 

contraction in any particular eigen-direction is inversely related to the associated 

eigenvalue. ETKF suffers from problems with under-sampling in that the number of 

ensemble members is much smaller than the number of degrees of freedom in a NWP 
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model. Thereby, forecast error is partly explained by the ensemble. Wang et al. (2007) 

introduced an adaptive fraction factor c  to account for this issue by denoting the usage 

of the scalar factor c as the fraction of the forecast error projected onto the ensemble 

subspace,  

T
c CIΓCT 2/1)(                                                        (5)                              

,where c  is estimated by, 
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The overbar of Eq. (6) means the average of some independent samples, which covers the 

previous cycles just before the current one in this study. p  is the observation number and 

E  contains the eigenvectors of the ensemble covariance in normalized observation space 

denoted as, 

.1/2/12/1   KbCΓHXRE                                       (7)   

To be specific, kproj  is defined as the forecast error projected on the thk eigenvector 

space, thus, 
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Fraction factor can only partly ameliorate the underestimate of analysis-error variance in 

Eq. (5). Another inflation factor is applied to increase the ensemble covariance by Wang 

and Bishop (2003). The idea is to multiply the initial perturbations obtained at time it  by 

an estimated inflation factor iΠ , that is, 
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The inflation factor is to ensure at time 1it  the background ensemble forecast variance is 

consistent with the ensemble-mean background-error variance over global observation 

sites. The normalized innovation vector 
~
d  is defined as, i

b
i

_
xH-yRd i
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 , where iy  is 

the observation vector, i
b

_
xH  is the ensemble mean background forecast state vector at 

time it . The inflation factor is obtained by checking if i
T

i
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Given 1iΠ is the inflation factor at 1it , the inflation factor at it  is defined as 

.1 iii cΠΠ                                                               (11)                              

From Eq. (11), iΠ  is a product of these c  parameters from the first cycle time to it , that 

is, 

ii ccc 21Π                                                          (12) 

Thus, the inflation factors and fraction factors are designed to account for the covariance 

deficiency and sampling error. However, based on some sensitive experiments with 

different observation number configurations, we find the inflation scheme can’t behave 

well when there were large variations in the number of observations in ETKF from one 

cycle to the next. It is consistent with the results from previous research (Mizzi, A.P., 

2012a) based on different observation number configurations in the ETKF part, which 
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shows oscillations in inflation factor and posterior ensemble spread are due to big 

variations in the number of ETKF observations which may easily cause forecast model 

crash. Bi-cycle oscillations that have been observed are attributed to over/under inflation 

(Bowler et al. 2008). The main explanation is that, with limited ensemble size, for cycles 

with large observation number ( Kp  ), denominator in Eq. 10 is systematically over-

estimated in that the order observations will thus be projected to a very low-dimensional 

space. The ic  in Eq. 10 is under-estimated. Vice versa, for cycles with smaller 

observation number, the denominator and ic  is less overestimated. Over/under inflation 

will easily arouse increasing forecast error. Here’s a simple illustration in Fig. 1. The 

solid line (Fig. 1a) denotes the time series of observation number and the dashed line 

denote the adaptive inflation factor. The solid line in Fig. 1b shows the posterior 

ensemble spread after inflation and the dashed line is estimated forecast error (
p

i
T
i

~~

dd
). 

Note that the inflation factors and posterior ensemble spreads are approximately parallel 

with an increasing trend. For the second cycle with a larger observation number, we 

underestimate the inflation factor in a large scale and when we come to the third cycle 

with fewer observations, we underestimate the inflation, still, which is less evident for 

this cycle compared to the previous cycle. Thus, there will be large oscillation of inflation 

factor and the inflation factor can not converge to be stable, causing increasing forecast 

error. As the forecast is becoming larger and larger, the inflation factor aims to 

approximate the forecast error, thereby yielding huge inflation and posterior spread, 

which will shock the forecast model.  
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Fig. 1.  (a). The times series of adaptive inflation factors (the solid line) and number of 

observations used in the WRFDA/ETKF (the dashed line); (b). The time series of the 

ensemble posterior spread (the solid line) and the estimation of forecast error (the 

dashed line) 

The solution to this under/over inflation and large spread problem is to find a more 

explicit method to make the ensemble forecast variance better account for the forecast 

error variance at the first place. In the modified inflation scheme, following Eq. 6 and Eq. 

8, we made the  -factor dependent on the eigenvector as,  
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So it corrects the inflation in accordance with proportional amount of the forecast 

error variance projected onto a particular thk eigenvector under the constraint that the 

average of the )(k  equals to .c  The adaptive inflation and fraction algorithm here aim 

to ameliorate the problem by distinguishing between large and small background forecast 

(a) (b) 
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errors explained by the different ensemble eigenvectors, instead of using a constant 

fraction factor to rescale all the eigenvaules. It restores lesser amounts of covariance in 

the eigen-directions associated with stronger projection of the forecast error onto the 

ensemble subspace and account for the angle difference between ensemble-based 

ensemble eigenvector and forecast error-based eigenvector. Then the Eq. 5 becomes, 

.)( 2/1 ΤCIΓCT  D                                          (14)                              

D is a vector containing )1(,,2,1),(  Kkk  , as elements. The symbol ‘  ’ denotes 

the Schur product (element by element product) of the vectors D  and  . Our 

experiments showed that this correction facilitate the use of that inflation scheme with 

large variations in the number of ETKF observations from one cycle to the next.      

An illustration of the WRFDA/Hybrid ETKF analysis and ensemble generation 

cycle for a K -member ensemble is shown in Figure 2 with five stages. (1) Generate a 

short term of ensemble forecasts from the initial ensemble which is the (Global Forecast 

System) GFS analysis plus correlated random perturbations following Torn et al. (2006) 

and Wang et al. (2008a, b). (2) Calculate the ensemble mean and perturbations. (3) 

Update the ensemble mean and perturbations with the WRFDA/Hybrid and the 

WRFDA/ETKF, respectively. keetkfobeetkfob 00..,001..  , Kk ,,1 are observations 

used in WRFDA/ETKF which are filtered and reordered observations by the procedures 

(QC-OBS and VERIFY) in WRFDA, respectively. (4) Obtain analysis ensemble by 

adding updated ensemble mean and perturbations. (5) Update lateral boundary conditions 

(LBC) and lower boundaries and conducting short term ensemble forecast to next 

assimilation time or deterministic forecast to diagnose outputs from analysis ensemble 

mean. 
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WRF Ensemble:

M(1) 

M(2) 

M(3)

M(4)

M(5)

….

M(K)

Compute perturbations (ep2)

Compute emsemble mean

WRFDA (VERIFY): ob.etkf ensemble

WRFDA/ETKF: Update ensperturbation

Update :ens .initial conditions

Update:ens.boundary conditions

WRFDA (OC-OBS): filtered_ob.ascii

WRF ensemble run 
for the next cycle

cycling

WRFDA/HYBRID 

Update:emsemble mean

WRF deterministic
forecast run

 

Fig. 2. Illustration of the WRFDA/Hybrid ETKF analysis and ensemble generation cycle 

for a K -member ensemble. 

In the WRFDA/Hybrid system, the weighting between the variational increment 

and the ensemble increment is controlled by 
1

1


. When 0.1

1

1




, we get the variational 

increment. When 0.0
1

1




, we get the ensemble increment.  When 
1

1


 is between 0.0 

and 1.0, we get the Hybrid increment. Additional parameters in WRFDA/Hybrid are: (i) 

H – the horizontal localization length scale in km, (ii) N – the number of ensemble 

members. As the localization scales decrease, the radius of influence for a particular 

observation decreases, reducing the amount of noise in the increment. Based on the 

results of sensitive tests in previous research (Mizzi, A.P., 2012a), for the experiments 

discussed in this report, we generally set 75.0
1

1




, H=750 km, and N=20 as ensemble 

members. 
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3. Experimental design 

The WRF model is described by Skamrock et al. (2008). We ran WRF on the 

AirDat tropical domain, which has a horizontal resolution of 15 km on a 718 x 373 

horizontal grid with 43 vertical levels. The model top was located at 30 hPa. 

WRF was initialized with GFS analyses and GFS forecast-based boundary 

conditions. We started the assimilation experiments at 0600UTC, 10 October 2010 and 

cycled for six days until 0006UTC, 15 October 2010 cycling every six hours. During that 

period, Hurricane Paula formed within the domain over the western Caribbean at 81.8 W, 

13.9 N on 11 October 2010 and moved northward over the Yucatan Channel.  On 14 

October 2010, Hurricane Paula made landfall in Cuba at 97 W, 21 N as a tropical storm. 

For any particular cycle, the WRFDA/Hybrid and WRFDA/ETKF used all 

conventional observations (including radiosondes, aircraft, satellite-derived winds, and 

land and oceanic surface stations etc.), obtained from the NCEP operational datasets. In 

this study, we ran three assimilation experiments: (i) one experiment without TAMDAR 

observations using WRFDA/Hybrid (hereafter Hybrid), and (ii) one experiment with 

TAMDAR data using Hybrid, and (iii) the experiment using WRFDA/3DVAR (hereafter 

3DVAR) with TAMDAR data.  Figure 3 shows the TAMDAR observation locations with 

the best-fit track for Hurricane Paula.  
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Fig. 3. TAMDAR observation locations (dots) and Hurricane Paula’s best track (the 

hurricane symbols).  

For cycling, the initial and boundary conditions for each ensemble was generated by 

adding random perturbations drawn from a normal distribution based on the WRFDA 

background error covariance to the analysis and boundary conditions valid at 0000UTC, 

10 October 2010. That initial ensemble was used to obtain an ensemble of WRF 6-hr 

forecasts. That forecast ensemble became the background forecasts for the first 

assimilation cycle on 0600UTC, 10 October 2010. 

4. Results 

4. 1 Inflation and fraction factors 

 This section shows the differences between the inflation and ensemble spread for the 

assimilation experiments with and without TAMDAR data in Hybrid experiments. Figure 

4a displays numbers of observations used in WRFDA/ETKF. For both observation 
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configurations, the oscillations of number of observations are observed between synoptic 

hours (0000UTC and 1200UTC) and other hours (0600UTC and 1800UTC), even though 

TAMDAR observations fill in some the gap of the current data source. Based on some 

sensitive experiments (not shown), instability issues are always observed during the first 

3 or 4 cycle times, when using default inflation schemes introduced in section 2.2. Figure 

4b shows time series of the inflation and corresponding  -factors. For display purposes, 

the  -factors are averaged in eigenvector space. The magnitudes of the inflation are 

larger than inflation factors from traditional Ensemble Kalman Filter without localization. 

With the new inflation scheme, the inflation factor and fraction factors stay relatively 

stable (compared to Fig 1a.). When there are a relatively large number of observations 

from experiments with TAMDAR data in ETKF, the inflation is large, and when there are 

a relatively small number of observations in ETKF, the inflation is small. That behavior 

is consistent with Ensemble Kalman Filter theory: the greater the number of observations, 

the greater the spread reduction. Slightly smaller fraction factors for experiments with 

large observation number are obtained as we expect in that smaller percentage of forecast 

error is explained by ensemble space when observation number is much larger than 

ensemble number.  
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Fig. 4.  (a). Times series of number of observations used in the WRFDA/ETKF with and 

without TAMDAR data. (b). Time series of the inflation and  -factors for the 

WRFDA/ETKF with and without TAMDAR data. The inflation factor magnitude is 

displayed on the left ordinate axis, and the  -factor is display on the right axis.   

Figure 5 shows time series of the averaged   factors and the   factors for the first 

three eigenvectors. The rho factors vary in the orthogonal basis eigen-structure space 

around the constant factor. The largest projection wouldn’t eventually fall on the leading 

vector all the time, which implies the expected angle difference between ensemble-based 

eigenvectors and forecast error based eigenvectors. For orthogonal directions with 

smaller   factors, the inflation scheme contracts more eigenvalues, eventually giving 

fewer weighting for those eigenvectors in ETKF transformation procedure. The 

differences between the orthogonal directions are relatively large for the first 10 cycles 

and then the projections start to converge to be flat between those directions. 

(b) (a) 
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Fig. 5.  Time series of averaged   factors (the bold solid line) and the   factors for first 

three leading eigenvectors (the thin solid line for the first leading eigenvector, the bold 

and thin dashed lines for the second and third eigenvector, respectively) for the 

experiments Hybrid w/ TAMDAR. 

Figure 6 illustrated the time series of the posterior ensemble spread (the ensemble 

spread after applying inflation to the ensemble) for Temperature corresponding to the 

inflation factors displayed in Figure 4b. Note that it takes more cycles for the experiment 

without TAMDAR data to converge, in that including TAMDAR data fills the gap of 

observation source and stabilizes the ETKF (the same phenomenon was observed for the 

inflation and   factors in Figure 4b). Figure 6 shows that including TAMDAR data 

generally reduced the posterior ensemble spread compared to not including TAMDAR 

data, which indicates that TAMDAR data improve forecast accuracy because the inflation 

target is the dependent on the sum of the squared innovations. Thus, as the forecast 
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accuracy increases, the sum of the squared innovations decreases, and the spread 

decreases. 

 

Fig. 6.  Time series of the posterior ensemble spread for temperature for w/o TAMDAR 

and w/TAMADAR experiments. 

4.2 Forecast error verification  

In this section, we examine the forecast root mean square error (RMSE) from the 

three cycling experiments. For verification, we used all radiosonde and surface synoptic 

observations that passed the WRFDA quality control procedures based on the background 

forecasts from conventional WRFDA cycling. We began the verification at 0600UTC, 10 

October 2010, and continued through 0600UTC, 15 October 2010. We verified our 

results on the entire horizontal and vertical domain. Figure 7 displays vertical profiles of 

the 12-hr forecast RMSE for wind speed (V), temperature (T) and specific humidity (Q) 

averaged over all cycle times. Figure 8 shows similar results except for the 24-hr the 
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forecast RMSE. Note that the Hybrid generally yields lower RMSE compared to 3DVAR 

for V at middle troposphere and Q and the RMSE reduction is more evident for 24-hr 

forecast. Also, the Hybrid with TAMDAR data generally yields lower RMSE compared 

to the Hybrid without TAMDAR data for V and Q for 12-hr and for V, T and Q for 24-hr 

forecast.   

 

 

Fig.7. Vertical profiles of 12-hr forecast RMSE for (a) Wind speed; (b) Temperature; (c) 

specific humidity. Blue dashed lines are for Hybrid without TAMDAR data, blue solid 

lines are for Hybrid with TAMDAR data and red solid line for 3DVAR. 

 

 

Fig.8. Same as Figure 7 except for the 24-hr forecast RMSE. 

(a) (b) (c) 

(a) (b) (c) 
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The differences in RMSE for the different profiles in Figures 7 and 8 are often 

small. To assess the significance of those differences, we applied the Student T-Test to 

the 24-hr forecast RMSE.  We tested two null hypotheses that: (i) there was no difference 

between the mean RMSE for the Hybrid with TAMDAR data and deterministic 3DVAR 

experiments; and (ii) there was no difference between the mean RMSE for the Hybrid 

with TAMDAR data and the Hybrid without TAMDAR data experiments. A 0.05 

significance level and a pooled estimator for the sample variance are applied. Table 1 lists 

significance testing results for 500 hPa, and Table 2 displays those for 850 hPa.  For 20 

degrees of freedom (RMSE results from 21 cycles times) and a 0.05 significance level, 

the critical t-statistic ( tcrit) is tcrit  2.086 .  Therefore, we reject the null hypothesis when 

the sample t-statistic ( tsample ) exceeds tcrit .   

Table 1. Sample t-statistics for the 24-hr forecast RMSE at 500hPa with a 0.05 

confidence level and 20 degrees of freedom. 

500hPa (df=20, t 05.0 =2.086) Hybrid w/ TAMDAR vs. 
Deterministic WRFDA 

Hybrid w/ TAMDAR vs. 
Hybrid w/o TAMDAR 

V 2.37 2.25 
T 1.82 2.11 
Q 2.56 2.24 
 

Table 2.  Same as Table 1 except for 850hPa. 

850hPa (df=20, t 05.0 =2.086) Hybrid w/ TAMDAR vs. 
Deterministic WRFDA 

Hybrid w/ TAMDAR vs. 
Hybrid w/o TAMDAR 

V 2.33 2.14 
T 1.42 1.15 
Q 2.45 2.23 
 

Tables 1 and 2 show that we can reject the null hypothesis for every case except 

when comparing the Hybrid with TAMDAR data and deterministic 3DVAR experiments 
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for T. That result suggests that: (i) the Hybrid with TAMDAR data significantly improves 

the 24-hr forecast skill for V and Q when compared to deterministic WRFDA; and (ii) the 

Hybrid with TAMDAR data significantly improves the 24-hr forecast skill for V, T, and 

Q when compared to the Hybrid without TAMDAR data. 

4.3 Track and intensity forecast verification 

 

Fig. 9. (a) 24-hr forecast track and best track positions every twelve hours and (b) 

absolute track error every six hours for all three cycling experiments from 1200UTC 

October 10, to 0000UTC, 14 October 

 

 

(b) (a) 

(b) (a) 
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Fig. 10. 24-hr forecast error from three cycling experiments for (a) central pressure and 

(b) maximum wind speed from 0000UTC, 11 October to 0000UTC, 14 October. 

Figure 9 shows the 24-hr forecast track for the three experiments together with the 

best-fit track and the associated 24-hr forecast track error (distance from best-fit track) as 

a function of time.  Generally, all the experiments have similar track except that the 

deterministic WRFDA track began recurving earlier than the Hybrid without TAMDAR 

data, which began recurving earlier than the Hybrid with TAMDAR data, which began 

recurving earlier than the best track.  Those recurvature errors are seen in the track error 

time series in the companion figure where the Hybrid with TAMDAR data consistently 

produces the smallest track error and deterministic WRFDA produces the largest track 

errors. Generally Hybrid reduces the confidence in the static background error by 

considering the ensemble variance during the assimilation process, and additional 

observations (the TAMDAR data) increase the confidence in the observations.   

Figure 10 presents a comparison of the time series for the central pressure and 

maximum wind speed 24-hr forecast error for Hurricane Paula from 0000UTC, 11 

October to 0000UTC, 14 October.  Figure 10a shows that the WRFDA/Hybrid ETKF 

with TAMDAR data experiment gives reduced errors and the maximum error reduction 

occurs after approximate seven cycles. From Figure 10b, there’s mixed results between 

WRFDA and WRFDA/Hybrid for maximum wind error and the TAMDAR data gave 

positive impact after approximate eight cycles. 
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5. Summary and future work 

This paper explored the impact of TAMDAR data with Hybrid method on the 

hurricane forecasting skill. Previous work had found unstable issues with the six-hour 

cycling with an ETKF-based Hybrid using previous inflation prototypes due to large 

variations in the number of ETKF observations between cycles. Our results showed that 

the modified version of the Wang et al. (2007) inflation scheme (the eigenvector 

dependent  -factor) ameliorated that problem, by maintaining greater inter-cycle 

continuity for the eigen-structure of the posterior spread. We found that: (i) the response 

of the inflation factor and ensemble spread when adding of TAMDAR data were 

consistent with Ensemble Kalman filter theory; and (ii) cycles with larger observation 

numbers easily yield underestimation of inflation factors which can be rescaled with the 

eigenvector dependent  -factor fraction scheme; (iii) eigenvector dependent  -factor 

can distinguish between large and small background forecast errors explained by the 

different ensemble eigenvectors and stabilize the ensemble spread after ETKF. 

Comparison between Hybrid and deterministic 3DVAR is conducted. The results 

show that the Hybrid system can outperform 3DVAR system for wind speed and specific 

humidity and the magnitude of the RMSE reductions for the Hybrid compared with 

deterministic 3DVAR increases with the forecast lead time. Hybrid has positive impact 

on track error and central pressure with neutral impact on maximum wind. 

This paper also examined the impact of using TAMDAR observations in Hybrid 

cycling for hurricane forecasting. Our results show that TAMDAR data improved 

forecast skill at the 12 and 24-hr lead times and that the magnitude of the improvement 

increased as the forecast lead time grows. TAMDAR data improved the forecast skill for 
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hurricane parameters such of location, central pressure. Using TAMDAR data within 

Hybrid framework can improve maximum wind forecast. 

Only one hurricane case is studied using in this study. Additional studies on more 

cases and over longer time periods are needed to fully assess the impact of TAMDAR 

data assimilation on tropical cyclones within the Hybrid framework. Further strategies of 

adaptive inflation schemes with observation density dependent and location dependent 

will be implemented and explored for ETKF. The LETKF component of WRFDA 

(Huang et al. 2009) will also be used to assess the impact of TAMDAR data. 
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