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1.     INTRODUCTION 
        Even with recent advances in computational 
capabilities and numerical weather forecasting, the 
modeling of convective processes continues to pose a 
challenge to the scientific community. Some widely 
prevalent biases, observed in regional and global 
climate models alike, include a poor representation of 
the phase and amplitude of warm season rainfall. For 
example, the characteristic late-afternoon peak 
associated with daytime surface-based convection is 
predicted to occur too early during morning hours. (e.g., 
Betts and Jakob 2002; Dai and Trenberth 2004; Lee et 
al. 2007; Dirmeyer et al. 2010). In their study, Dai and 
Trenberth (2004) speculated that weak thermodynamic 
constraints on CIN may be responsible for the rather 
effortless initiation of daytime convection. Cumulus 
parameterization schemes trigger deep convection 
based on large-scale dynamical constraints, other than 
purely thermodynamic considerations of parcel 
buoyancy. For example, some convective schemes use 
the grid-resolved moisture flux convergence (Kuo 1974), 
or the temporal change in the large-scale convective 
available potential energy (CAPE; Arakawa and 
Schubert 1974) as convective triggers. Some other 
schemes, such as the Tiedtke and Kain-Fritsch (KF), 
explicitly check for parcel buoyancy in the sub-cloud 
layer but impose less stringent constraints above this 
level. Typically, moist convection in cumulus 
parameterization schemes is allowed to begin from the 
lifting condensation level (LCL) as opposed to the level 
of free convection (LFC). This will be discussed in more 
detail with respect to the Betts-Miller-Janjić (BMJ) and 
the Kain-Fritsch (KF) scheme later in the paper.  
  Apart from biases, considerable discrepancies 
exist between popular cumulus parameterization 
schemes. Liang et al. (2004) compared the performance 
of the Grell and KF schemes in simulating the diurnal 
cycle of warm season precipitation over the continental 
US. They observed that the KF scheme, which triggers 
convection based on buoyancy constraints, works better 
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in simulating the daytime peak of surface-based 
convection observed over the Southeast US. Whereas, 
the Grell scheme, which is primarily based on the quasi-
equilibrium assumption, is capable of capturing the 
nocturnal phase of warm season rainfall over the Great 
Plains region (Liang et al. 2004). Thus, the convective 
trigger in cumulus parameterization schemes is usually 
a complex function consisting of a combination of 
dynamic and thermodynamic constraints. These 
constraints may work favorably for a particular region 
and a particular type of convection versus another.  

This study investigates the role of negative 
buoyancy (or CIN) in the triggering of surface-based 
convection, and compares its representation in two 
popular cumulus parameterization schemes (BMJ and 
KF). Model simulations are carried out over the 
Chesapeake Bay watershed where the nature of late-
afternoon convection during the warm season is 
expected to be surface-based (Wallace 1975; Colman 
1990). The model runs are tested for sensitivity to 
horizontal resolution, treatment of convection (cumulus 
scheme on/off), boundary layer physics and cumulus 
physics. In addition to model analyses, the importance 
of negative buoyancy in initiating surface based 
convection in the real atmosphere is examined using 
satellite-derived soundings. The experimental procedure 
is described in the next section, followed by a 
discussion of major results (section 3) and a summary 
of our findings (section 4). 
 
2.     METHODS 
2.1   Design of experiments and model set-up 
        Six warm season surface-based precipitation 
events of 1-2 day duration occurring over the 
Chesapeake Bay watershed in a conditionally unstable 
atmosphere (negative lifted index values), with rainfall 
beginning around 1200-1400 LST, are selected. 
Analyses of surface and upper-air meteorology for each 
event is carried out using synoptic weather maps 
obtained from the Hydrometeorological Prediction 
Center (HPC) of the National Weather Service, and 
Unisys weather. Table 1 provides a list of meteorological 
conditions observed across the region on each rain day, 
along with fronts at 0800 LST. 
 



Event 
          

Diurnal 
Max. 
Temp. 
(°C) 

Dewpoint 
Temp. 
at 0800 
LST (°C) 

*Lifted 
Index 
at  
0800 
LST 
(°C) 

Fronts at 
0800 LST 

Aug 4-5, 2010 
Day1 25-33 21-24 0 to -4 Surface 

trough 
oriented 
N-S 

Day2 28-33 19-23 -2 to -4 Approach-
ing cold 
front from 
NW 

Jun 8-9, 2009 
Day1 27-29 17-20 0 to -2 Stationary 

front 
oriented 
E-W  

Day2 27-31 19-21 -2 to -6 Squall line 
oriented 
N-S 

May 24, 2009 
Day1 22-30 15-18 0 to -4 Approach-

ing cold 
front from 
NW 

Jun 3-4, 2008 
Day1 23-29 12-16 2 to -2 Approach-

ing 
cold/stati-
onary front 
from NW 

Day2 27-29 18-21 0 to -5 Warm 
front 
oriented 
E-W 

Aug 25-56, 2007 
Day1 29-37 21-24 -2 to -8 No surface 

fronts 
Day2 30-38 20-25 0 to -4 Cold front 

oriented 
NE-SW 

July 5-6, 2005 
Day1 30-33 19-22 0 to -3 Approach-

ing cold 
front from 
W 

Day2 29-33 20-23 0 to -2 Stationary 
front 
oriented 
N-S 

*Lifted Index is defined as the difference in environmental 
temperature and parcel temperature at 500hPa. 

TABLE 1. The range of observed meteorological 
conditions over the Chesapeake Bay watershed.  

 

The control experiment consists of nested runs using 
the Weather Research and Forecast (WRF) model 
(Skamarock et al. 2008) at three different resolutions, 
viz., coarse (37.5 km), medium (7.5 km) and fine (2.5 
km) resolutions. The domain and the one-way nesting 
configuration of the model are shown in Figure 1. The 
cumulus parameterization scheme is activated for the 
coarse and the medium resolution nested grids only, 
whereas the fine grid resolves convection explicitly. The 
model output is evaluated over the shaded region 
(shown in Fig. 1) at all three resolutions. This enables 
us to examine the sensitivity of our results not only to 
horizontal resolution but also to the treatment of 
cumulus physics. The control experiment is carried out 
using the Betts-Miller-Janjić (BMJ) cumulus 
parameterization scheme (Betts 1986; Betts and Miller 
1986; Janjić 1994) and the Yonsei University (YSU) 
boundary layer scheme (Hong et al. 2006). The BMJ 
scheme uses a convective adjustment method, and 
activates deep convection if the cloud-depth exceeds 
200 hPa. Although it doesn’t explicitly consider parcel 
buoyancy in its trigger function, it includes an implicit 
constraint for cloud-layer CIN based on enthalpy 
conservation (Baldwin et al. 2002).  

 

 

FIG 1. Model experimental domain (shaded) over the 
Chesapeake Bay watershed, shown along with the 
three-grid nesting configuration that is used. The 
outermost grid resolution is 37.5 km, the middle 
grid is 7.5 km and the innermost grid resolution is 
2.5 km. 
 
The model has 30 vertical levels in the terrain-following 
sigma coordinate system from the surface to 100 hPa. 
The unified Noah Land Surface Model (Chen and 
Dudhia 2001) predicts heat and moisture fluxes at the 
surface while the WRF Single-Moment 5-class (WSM5) 



scheme (Hong et al. 2004; Hong and Lim 2006) is 
chosen for parameterizing microphysics. Two sets of 
sensitivity experiments are carried out, first by replacing 
the YSU with Mellor-Yamada-Janjić (MYJ) boundary 
layer scheme (Mellor and Yamada 1982), and the 
second by replacing the BMJ with the KF cumulus 
parameterization scheme (Kain 2004). 

The Global Forecast System (GFS) model is 
used for initial and boundary conditions. In the past, 
studies involving long-term climate modeling 
experiments have reported the problem of premature 
convection. One reason for using the GFS model to 
drive WRF is to investigate whether similar timing errors 
also exist in “forecast” mode (i.e., when no data 
assimilation is active). For each event, a lead time of at 
least 12 hours is allowed for model spin-up. In addition 
to the control run, 4 more ensemble runs are created by 
perturbing initial temperature and moisture values within 
the lower atmospheric levels (from the surface up to the 
lowest six sigma levels). It is expected that surface-
based convection will be most sensitive to perturbations 
at these levels. The perturbations are computed using a 
random normal distribution function with mean = 0, and 
standard deviation = 1.8 °K (for temperature) and 10% 
(for relative humidity). It is ensured that points of 
supersaturation are not produced. 

 
2.2   Validation against observations 
        The 4.7 km resolution Stage IV precipitation 
dataset from the National Centers for Environmental 
Prediction’s Environmental Modeling Center (NCEP’s 
EMC) (Baldwin and Mitchell 1996; Lin and Mitchell 
2005) is used as observational reference primarily to 
verify the modeled diurnal cycle of precipitation during 
each event. Satellite-derived soundings from the 
Atmospheric Infrared Sounder (AIRS) instrument 
onboard the National Aeronautics and Space 
Administration’s (NASA’s) Aqua Spacecraft is used to 
investigate relevant trigger processes. The AIRS Level 
1B infrared, geolocated, and calibrated radiances 
product is used. Since atmospheric soundings from 
ground-based sources (radiosondes, aircraft profiles, 
etc.) are not available at sufficient spatio-temporal 
frequency, the high spatial resolution (13.5km) AIRS 
dataset is employed. Hyperspectral soundings of 
temperature and moisture are obtained at 101 levels 
using separate clear-sky (Weisz et al. 2007a) and 
cloudy (Weisz et al. 2007b) regression retrieval 
algorithms. Satellite pass occurs over the Chesapeake 
Bay watershed in the afternoon (between 1300–1500 
LST), which is around the time of precipitation onset. 
Profiles of temperature and moisture are obtained over 
locations with observed rainfall recorded soon after the 
satellite pass. This provides a snapshot of the real 

atmosphere just prior to the initiation of convection. A 
suitable cloud filter (Smith et al. 2012) is used to include 
pixels with clear-sky or optically thin cloud conditions 
only. After applying this filter, the retrieval algorithms 
produce soundings that are fairly realistic. For example, 
a comparison with radiosonde observations for a 
convective event over South Africa suggests that AIRS 
is able to successfully capture the observed spatial 
variability in the vertical structure of the atmosphere 
(Fig.2). This gives us confidence that the high spatial 
information contained in this dataset is indeed usable to 
study location-specific soundings over grid points with 
observed rainfall. 

 
 
FIG 2. Comparison of co-located skew T-log P 
soundings obtained from radiosonde (IGRA) 
measurements at 1000 UTC (L), and AIRS satellite 
data at 1135 UTC (R) using (a) cloudy regression 
retrieval algorithm over Pretoria and (b) clear-sky 
regression retrieval algorithm over De Aar. The 
soundings are recorded on November 28, 2006 
during a warm season convective event that 
occurred in South Africa.  
 
2.3   Convective and Pre-convective soundings 
        The regression retrieval is performed over grid 
points that have precipitation beginning at a time closest 
to, but soon after the satellite pass (1400-1600 LST). 
These atmospheric profiles represent the soundings of 
the convective atmosphere, as they are observed right 
before convection occurs. Similarly, profiles are also 
retrieved over grid points with rainfall beginning two 
hours after satellite pass (1600-1800 LST). These time-



lagged profiles may be referred to as soundings of the 
pre-convective atmosphere. The observed differences 
between convective and pre-convective soundings are 
used to infer processes that are relevant to the 
triggering of surface-based convection.  

The step-wise procedure to obtain these 
representative skew T-log P soundings is described 
below.  
1.) Using Stage IV gridded precipitation, locations with 

observed rainfall beginning within the hour or next 
of satellite pass (i.e. 1400-1600 LST) are identified. 
Latitude and longitude values of these locations are 
obtained.  

2.) This information is used to co-locate corresponding 
location indices within the AIRS satellite granule.   

3.) Retrievals of temperature and moisture profiles are 
obtained at these locations using the regression 
algorithms, and skew T-log P soundings 
representative of the convective atmosphere are 
generated. (Points with cloud contaminated 
retrievals or non-positive surface CAPE are 
disregarded).  

4.) The above steps are repeated for locations with 
observed precipitation beginning approximately two 
hours after satellite pass (1600-1800 LST). The 
soundings from these grid points are used as a 
proxy to represent the pre-convective atmosphere.  

As an example, Figure 3(a) shows the satellite-derived 
land surface temperature over our region of interest 
retrieved using the clear-sky regression algorithm, on 
August 5, 2010  (1447 LST).  

          
        
FIG 3. (a) Satellite-derived land surface temperature 
(°K) on August 5, 2010 at 1447 LST, shown along 
with locations used for retrieving atmospheric 
soundings representing the convective atmosphere 
(grid point marked with ‘�’ sign) and pre-convective 
atmosphere (grid points marked with ‘x’ sign). 

The point marked with a black ‘�’ sign indicates a 
location with precipitation beginning between 1400-1500 
LST, that is used to obtain temperature and moisture 
profiles representative of the convective atmosphere 
(see Fig. 3 (b)). Similarly, grid points with precipitation 
beginning between 1600-1700 LST are marked with 
black ‘x’ signs in Figure 3 (a). These are subsequently 
used to retrieve soundings of the pre-convective 
atmosphere. Note that retrievals at the hour closest to 
observed rainfall are not as abundantly available due to 
contamination by clouds. The skew T-log P 
thermodynamic charts discussed in this study are 
obtained using the NCAR Command Language (NCL 
version 6.0) software (2012). 
 
3.     RESULTS 
3.1   The Diurnal cycle of mean rainfall and 
thermodynamic parameters 
        Figure 4 compares the temporal evolution of the 
domain-averaged ensemble mean precipitation at each 
resolution with observations. It can be seen that the 
onset and peak of convection occurs too early in the 
parameterized grids (left panels of Fig. 4 (a)-(f)). 
Moreover, the sensitivity to model resolution remains 
low when convection is parameterized. Explicit 
convection does not always improve the mean 
precipitation but it appears to rectify the early bias and 
thereby improve the temporal evolution of rainfall 
(companion panels of Fig. 4 (a)-(f)). Thus, the premature 
triggering of convection is most likely due to deficiencies 
in the cumulus parameterization scheme. Baldwin et al. 
(2002) have identified certain characteristic features 
produced by the BMJ scheme’s shallow convective 
mechanism that may erroneously eliminate the capping 
inversion or CIN, which is crucial in suppressing 
surface-based deep convection. The scheme’s shallow 
convection does not include any constraints on negative 
buoyancy, and is easily triggered as long as there is 
CAPE in the atmosphere. It causes warming and drying 
near the cloud-base but cooling and moistening near the 
cloud-top. This mixing process consequently removes 
stable layers or negative buoyancy thus allowing deep 
convection to occur easily (Baldwin et al. 2002). In order 
to inspect whether this is responsible for the early onset 
of convective rainfall, the diurnal cycle of CAPE and CIN 
is compared between parameterized and explicit grids 
(Fig. 5). While there is no major difference in the phase, 
some amplitude differences do exist. The CIN however, 
is higher during the initiation of parameterized 
convective rainfall suggesting that there is no significant 
contribution to premature precipitation by the BMJ 
scheme’s shallow convection. In fact, the relatively high 
CIN values at the time of rainfall onset indicate that the 
deep convective trigger function is unable to recognize 



the presence of a moderate to strong capping layer 
during morning hours. The convective adjustment in the 
scheme only produces precipitation if there is a net  
warming and drying within the cloud, thus automatically 
imposing an implicit constraint on negative buoyancy 
(CIN) in its trigger for deep convection (Baldwin et al. 
2002). Baldwin et al. (2002) posit that in the presence of 

strong CIN or a stable inversion layer above the LCL, 
the adjustment process will entail extensive cooling and 
moistening thereby failing to initiate deep convection. It 
appears that such an implicit trigger may not be 
sufficient to suppress convection. This is further 
investigated using model soundings in subsection 3.4. 

FIG 4. Temporal evolution of ensemble mean precipitation forecasts for coarse (red), medium (blue) and fine 
(green) resolutions against observations (black) on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, 
(d) June 3-4, 2008, (e) August 25-26, 2007 and (f) July 5-6, 2005



 

FIG 5. Temporal evolution of ensemble mean absolute CAPE (positive buoyancy) and absolute CIN (negative 
buoyancy) averaged over grid points with precipitation for coarse (red), medium (blue) and fine (green) 
resolutions on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, (d) June 3-4, 2008, (e) August 25-26, 
2007 and (f) July 5-6, 2005. The colored vertical lines represent the timing of onset of deep convection within 
the coarse (red) parameterized and fine (green) explicit grids. The yellow and magenta shading represent 
buoyancy differences between coarse and fine grids observed during convective initiation on the first and 
second days of the events, respectively. Differences in positive buoyancy are calculated by subtracting the 
absolute mean CAPE values of coarse grid from that of fine grid (|CAPEfine| > |CAPEcoarse|). Differences in 
negative buoyancy are calculated by subtracting the absolute mean CIN values of fine grid from that of 
coarse grid (|CINcoarse| > |CINfine|). Negative differences are hatched.

3.2   Sensitivity to Model Physics 
        Results from the sensitivity experiment using the 
MYJ boundary layer scheme are compared with output 
from the control run for parameterized grids. The 
temporal evolution of the mean precipitation from the 
control (red) and sensitivity (blue) runs shows very little 

divergence for the coarse grid (see left panels of Figures 
6(a)-(f)). The model solution is more sensitive to 
cumulus physics as indicated by the output from the 
second set of sensitivity experiments performed using 
the KF cumulus parameterization scheme (see right 
panel of Fig.6 (a)-(f)). Similar results are also obtained 



for the medium (7.5km) grid (not shown). The early bias 
in the onset of parameterized convection however, 
persists when the KF scheme is used. This warrants an 
investigation of the KF scheme’s trigger function in 
addition to that of the BMJ scheme. In a following 
subsection (3.4), co-located model soundings within the 
parameterized and explicit grids are compared and 

plausible reasons for the premature onset of 
parameterized convection in both schemes is 
discussed. It is, however, useful to first inspect the 
characteristics of observed atmospheric soundings 
obtained prior to the start of convection.  

 

 

FIG 6. Mean precipitation forecast at coarse (37.5km) resolution from control run (red), sensitivity run (blue) 
against observations (black) on (a) August 4-5, 2010, (b) June 8-9, 2009, (c) May 24, 2009, (d) June 3-4, 2008, 
(e) August 25-26, 2007 and (f) July 5-6, 2005. For each subfigure, the sensitivity run using MYJ boundary 
layer scheme is shown in the left panel, and the sensitivity run using KF cumulus parameterization scheme 
is shown in the right panel. The dotted lines represent the convective component of mean precipitation 
produced by control run (red) and sensitivity run (blue). 
 
3.3   Atmospheric Soundings 
        Convective soundings are obtained at grid points 
with rainfall recorded at the hour closest to satellite 
pass. As a result, cloud contamination becomes a  

 
significant problem. For most cases, only a single 
representative clear-sky or (thin) cloudy retrieval 
sounding is obtained. No data are available for Aug 4, 
2010, May 24, 2009, Jun 3-4, 2008 and Jul 6, 2005. In 



all soundings observed on the remaining rain days, 
there is negligible CIN and conditions are favorable for 
the development of surface-based convection. The left 
and center panels of Fig.7 compares the pre-convective 
and convective soundings obtained on two days. Note 
that there are no mesoscale boundaries in the vicinity of 
rainfall during the first case (Aug 25, 2007), but 
convection occurs ahead of an approaching westerly 
cold front during the second event (Aug 05, 2010). The 
convective soundings in Fig.7 have near-saturated 
relative humidity (RH) values at the surface and a well-
developed boundary layer thus indicating that the 
necessary thermodynamic forcing mechanisms for 
surface-based convection are present. Although high  
 
 

surface RH is also evident in the corresponding pre-
convective soundings, the presence of CIN between the 
LCL and LFC appears to delay rainfall. The planetary 
boundary layer (PBL; 1000-850 hPa) structural 
differences between the two soundings (right panel of 
Fig.7) suggest that vertical mixing and development of 
an unstable lapse rate are important factors for the 
removal of CIN. Such a layer of negative buoyancy is 
conspicuously absent in all soundings of the convective 
atmosphere. Thus, satellite observations confirm that 
negative buoyancy between the LCL and LFC is indeed 
a necessary trigger constraint for the occurrence of 
surface-based deep convection. 
 
 
 

          
 
FIG 7. Satellite-derived clear-sky soundings obtained over locations with precipitation (accumulated) 
beginning at 1700 LST (L) and 1500 LST(C) along with the PBL (1000-850 hPa) differences between the two 
soundings (R) on (a) Aug 25, 2007, and (b) Aug 05, 2010. Satellite pass occurs over the Chesapeake Bay 
watershed at 1441 LST on Aug 25, 2007 and at 1447 LST on Aug 05, 2010.
 

3.4   Model Soundings 
        Model soundings at grid points with early 
parameterized convection are compared against co-
located soundings from the explicit grid at the time of 
convective initiation. (Only grid points with convective to 
total precipitation ratio in excess of 0.9 are selected). At 

the hour of early rainfall, it is evident that the layer of 
negative buoyancy above the LCL inhibits explicit 
convection but fails to suppress the occurrence of 
parameterized convection. The left and center panels of 
Figure 8 show examples of model soundings from co-
located grid points in the coarse (37.5km) and fine 



(2.5km) grids, obtained at the time of premature 
convection by the BMJ scheme. There is negative 
buoyancy between the LCL and LFC at this time, but 
clearly the implicit constraint on CIN imposed by the 
 

scheme is insufficient to suppress deep convection. 
Explicit convection begins later during the day only after 
the convective boundary layer and the instability are well 
developed (right panels of Fig.8). 

 
 

            
 
FIG 8. Skew T-log P soundings obtained over co-located grid points at the hour of initiation of parameterized 
convection in the coarse (L) and fine (M) grids, and at the hour of initiation of explicit convection in the fine 
grid (R) for (a) August 5, 2010; and (c) July 5, 2005. Parameterized convection begins at 0800 LST while 
explicit convection begins at 1100 LST on both days. The soundings in this figure are obtained from the 
control run using BMJ scheme. 
 
Similar to Figure 8, the left and center panels of Figure 9 
show examples of co-located soundings obtained from 
the sensitivity run using the KF scheme, at the time of 
onset of parameterized convection. Once again, there is 
negative buoyancy below the LFC. This layer of CIN is 
unable to suppress parameterized deep convection, 
although it delays explicit convection which begins only 
after the CIN is overcome (right panel of Fig.9 (a),(b)). 
The trigger for moist convection in the KF scheme, 
unlike the BMJ scheme, explicitly accounts for CIN by 
using a parcel buoyancy equation, but applying it only at 
the LCL (cloud-base). The scheme first forms a well-
mixed updraft source layer (USL) starting from the 
lowest model level up to a layer-depth of at least 60hPa. 

The USL is raised to its LCL at which point a 
perturbation temperature (δT), proportional to the grid-
resolved vertical velocity at that level (wg), is assigned to 
it (see Eq.1). The term cz refers to a threshold vertical 
velocity in cm s-1, which is proportional to the height of 
the LCL, and k is a unit number with dimensions °K s1/3 
cm-1/3. For details on calculation of cz, refer to Kain 
(2004).  
                              δT = k[wg-cz]1/3 (1) 

 
Moist convection, or the formation of 

convective updrafts is allowed if the sum of the parcel 
temperature and δT, exceeds the environmental 
temperature at the LCL. This means that even for a 



slightly positive large-scale vertical velocity (the order of 
a few centimeters per second), a marginally stable 
parcel at its cloud-base can become a convective 
updraft. (Note that theoretically, moist convection may 
occur only when the parcel is able to reach its LFC, not 
LCL). The constraint described above appears to be 
satisfied for the case of the soundings shown in Figure 9 
(left panel), since the parcel is nearly neutral at the LCL 
and a small perturbation may easily make it positively 
buoyant. This, in fact, is true for both soundings. The 
vertical velocity (wg) computed at the cloud-base is 
found to be small but positive, viz., 1.24 and 2.5 cm s-1  
 
 

respectively. The resulting temperature perturbation 
calculated from Eq.1 will then be around 1 and 1.25 °K, 
respectively, which is sufficient to satisfy the buoyancy 
criteria at the cloud-base. After the decision to activate 
moist (shallow/deep) convection is made, the USL (now 
updraft) is released with its original unperturbed 
temperature and moisture properties at the LCL, and 
with a vertical velocity given by Eq.2. The terms ZLCL 
and ZUSL refer to the heights of the LCL and base of the 
USL, respectively, while TENV refers to the temperature 
of the environment at LCL. 
               wp0 = 1+1.1[(ZLCL-ZUSL)* δT/TENV]1/2 (2) 

  

  
FIG 9. Skew T-log P soundings obtained over co-located grid points at the hour of initiation of parameterized 
deep convection in the coarse (L) and fine (M) grids, and at the hour of initiation of explicit convection in the 
fine grid (R) for (a) August 5, 2010 and (b) June 8, 2009. Parameterized convection begins at 0800 LST for 
sounding in (a) and at 1100 LST for sounding in (b), whereas explicit convection begins at 1100 LST for 
sounding in (a) and at 1200 LST for sounding in (b), respectively. The soundings in this figure are obtained 
from the control run using KF scheme. 
 
According to Kain (2004), the above formula yields 
starting velocities up to several meters per second. 
Thus, the parcel that was marginally buoyant at the LCL,  

 
is now a full-fledged convective updraft with a 
significantly positive vertical velocity. For the soundings 
shown in Figure 9, Eq.2 approximately yields vertical 



velocities (wp0) of 2 and 2.4 m s-1, respectively, which is 
two orders of magnitude greater than the original vertical 
velocity (wg) at the LCL. The scheme then simulates the 
ascent of the convective updraft in the cloud using the 
Lagrangian parcel method, including constraints of 
entrainment, detrainment and water loading (Kain 2004). 
Kain (2004) claims that these constraints act as 
additional trigger criteria for deep moist convection 
above the LCL by determining whether or not the 
required minimum cloud depth (2-4km) is achieved. The 
updraft may be prevented from reaching this minimum 
depth criterion if entrainment of environmental air 
causes it to become negatively buoyant within the cloud. 
While this may be true, such a formulation to account for 
negative buoyancy above the LCL can hardly be 
considered as an “explicit trigger”. Consider the 
sounding shown in the left panel of Figure 9(b). 
Immediately above the LCL, the convective updraft rises 
through layers of negative buoyancy and dry 
environmental relative humidity where detrainment 
dominates, and the entrainment rate is expected to be 
only a minimum as opposed to maximum (Kain 2004). 
In such a case, clearly the dilution with the 
environmental air does not actively work to “inhibit” the 
updraft from reaching its LFC. Thus, it appears that the 
present considerations for parcel buoyancy above the 
LCL do not qualify as an effective trigger for deep 
convection. The decision to activate moist convection or 
convective updrafts at the LCL, prior to accounting for 
CIN above it, is a common assumption in other schemes 
as well (Tiedtke 1989, Fritsch and Chappell 1980). Not 
only does this assumption fail to suppress deep 
convection, it may also produce overactive shallow 
convection.  

Sometimes, the updraft may reach the LFC 
through layers of negative buoyancy but is unable to 
fulfill the minimum depth criterion. In this case, the 
scheme may activate shallow convection, which brings 
about mixing within the cloud and preconditions it for the 
occurrence of deep convection at a later time. Such an 
example is shown in Figure 10. The sub-cloud layer 
shows similar properties for both parameterized and 
explicit grids. However, it appears that shallow 
convection has removed the negative buoyancy above 
the LCL (seen in right panel of Fig.10), thereby enabling 
easy triggering of deep convection in the parameterized 
grid at this hour (left panel of Fig.10). This is analogous 
to the effect of shallow convection in the BMJ scheme 
reported by Baldwin et al. (2002), and appears to 
contribute to premature and overactive convection. 
Thus, it appears that the negative buoyancy above the 
LCL needs more stringent or explicit considerations, and 
must be accounted for prior to the triggering of moist 
(both shallow and deep) convection. 

 
FIG 10. Skew T-log P soundings obtained over co-
located grid points in the coarse (L) and fine (R) 
grids at the hour of initiation of parameterized deep 
convection (1100 LST) on Aug 26, 2007. The 
sounding in this figure is obtained from the 
sensitivity run using KF scheme. 
 
3.5   Preliminary Experiments with modified KF 
scheme 
        In order to investigate KF scheme’s sensitivity to 
the negative buoyancy above cloud-base, a modification 
is made such that moist convection begins only when 
the LCL and LFC are at the same pressure level 
(difference less than 1hPa). Preliminary results suggest 
that such a modification may help in reducing errors in 
the diurnal cycle. For the same two cases discussed in 
Fig.7, a comparison is made between model runs 
(37.5km resolution) using the original and the modified 
KF schemes. In addition, comparison is also made with 
a model run using the KF scheme but with a revised 
large-scale trigger. This large-scale trigger is based on 
the grid-resolved three-dimensional moisture advection 
(Ma and Tan 2009) as opposed to the vertical velocity 
that is used in the original scheme (Kain 2004).  
 

 
 
FIG 11. The diurnal cycle of mean precipitation for 
(a) Aug 25, 2007; and (b) Aug 05, 2010 obtained 
using Stage IV observations (black), the original 
Kain-Fritch scheme (red), the modified Kain-Fritsch 
scheme (red, dotted) and the Kain-Fritsch scheme 
with revised large-scale trigger (blue).  



For the first case with no surface fronts, both the large-
scale triggers are unable to capture the convective peak 
(Fig.11a). The modified KF scheme marginally improves 
the amplitude. For the second case (Fig.11b), the 
modified scheme delays the initiation as well as peak of 
convection, thereby improving the overall representation 
of the phase. By accounting for CIN, the discrepancies 
between the two large-scale triggers are reduced.  
This modified scheme is also tested in a climate 
simulation for the year 2009 (Jun-Aug) using initial and 
boundary conditions from the North American Regional 
Reanalysis (NARR; Mesinger et al. 2006). Preliminary 
comparisons suggest that accounting for CIN may 
improve the representation of the phase propagation 
associated with Mesoscale Convective Systems (MCSs) 
across the Central Plains region (see Fig.12). 
 

4.     SUMMARY 
        This study explored the role and representation of 
negative buoyancy in triggering surface-based 
convection using two popular cumulus parameterization 
schemes, viz. the Betts-Miller-Janjic (BMJ) and the 
Kain-Fritsch (KF) schemes. Both schemes trigger moist 
convection from the LCL (not LFC), assuming implicit 
constraints for CIN above it. As a result, they fail to 
suppress overactive morning convection. It appears that 
the biases in the phase and amplitude of warm season 
rainfall may be reduced by explicitly accounting for CIN 
between the LCL and LFC. Although large-scale 
processes will remain crucial for triggering 
parameterized convection, more stringent constraints on 
the negative buoyancy may help reduce the 
discrepancies between different cumulus 
parameterization schemes. 

 
 

                  
 
FIG 12. Hovmöller diagram of normalized rainfall diurnal variations averaged between 38–42°N for (a) Stage 
IV observations, and for model output using (b) the original Kain-Fritsch scheme, (c) the modified Kain-
Fritsch scheme, and (d) the Kain-Fritsch scheme with revised large-scale trigger based on moisture 
advection.  
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