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This paper proposes a methodology for using ensemble weather forecasts to assist in air traffic flow contingency management. Specifically, the weather ensemble members are converted into scenarios of weather impact, and performance metrics are formulated to assess the similarity of these scenarios. Metrics for measuring weather impacts on both en route and terminal environments are considered in scenario clustering. Representative scenarios are selected using a proposed index, which quantifies the representativity of scenarios and addresses the requirements of representative selections. A numerical experiment is conducted using a simulation of historical traffic and weather forecast data to demonstrate the proposed methodology. It also indicates that when combining en route and terminal impact metrics, a proper weighting approach between two metric categories is needed to reflect operational preferences since their tradeoff may influence the clustering results as well as the representative selection.

I. Introduction

STRATEGIC traffic flow management (TFM) addresses predictions of significant capacity/demand imbalances four or more hours in the future. The current strategic planning process relies heavily on the mental translation of weather forecasts into traffic impact. However, at these look-ahead times, forecast uncertainty is a major challenge and requires a formal and integrated approach for predicting weather impact. Although probabilistic forecasts are available, specifying effective strategies for delay mitigation requires more explicit traffic impact information in both space and time dimensions.

In Tien et al. [4], the ensemble members from the Short Range Ensemble Forecast (SREF) product have been used to represent a wide range of deterministic weather scenarios for the en route airspace. While each of the scenarios is considered to have the same likelihood of occurrence, subsets of the members can demonstrate similar characteristics of impact which permits clustering and identification of a small number of representative weather scenarios. Such a limited but representative number of scenarios can significantly reduce the effort required by decision makers to develop mitigation strategies for each scenario.

In this study, we will extend the research scope by integrating the weather impact prediction in both en route and terminal airspace. Section II describes the translation from weather forecast variables to capacity reduction of the National Airspace System (NAS). The capacity reduction models developed respectively for en route ATC sectors and airports will be employed to facilitate the estimation of weather impact as well as the system-wide delays via a fast-time simulation tool. In Section III the performance metrics for classifying weather scenarios are explored. An ad hoc clustering algorithm as well as a representative member selection method is proposed. Section IV summarizes the numerical experiment and includes a sensitivity analysis that explores the tradeoff between en route and terminal impact. The difference between the clustering results and representative member selection will be discussed.

II. Evaluation of Weather Impact

The SREF⁶ is composed of 21 87-hour deterministic forecasts and is the primary source of weather data for this study. Each ensemble member represents one trajectory of weather development through the National Airspace System (NAS) and each member is assumed equally likely to occur.
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To estimate the impact on air traffic, simulation tools are often employed for quantifying NAS performance. Flow Contingency Management (FCM) developed by The MITRE Corporation is a decision support concept and prototype that integrates weather-impact forecasts with a NAS queuing network model to aid decision makers in the development of strategic plans for multiple potential outcomes of weather impact. FCM estimates congestion by simulating the propagation of demand through the network, subject to capacity reduction of NAS resources due to weather or other constraints.

To leverage FCM’s queuing network model for simulating weather impact, the 21 SREF forecasts need to be translated into capacity reduction of Air Traffic Control (ATC) sectors and airports. For quantifying the capacity loss on ATC sectors from SREF, Tien et al. [4] constructed a functional relationship between the reduction rate of sector capacity and the hourly precipitation, which is one of the SREF forecast variables. The SREF weather grids are matched with and aggregated by ATC sectors, so the gridded precipitation data can be converted into a sector-based format to predict a capacity reduction ratio. The loss of capacity of an ATC sector would be the reduction ratio multiplied by the nominal capacity estimated by FCM.

Predicting airport capacity at a strategic look-ahead time is a challenging task. Weather forecasts of wind, ceiling, visibility, and convective activities may jointly determine runway configuration and the associated arrival rate (AAR) and departure rate (ADR) for the airport. To estimate the impact from weather forecast, a translation from forecast variables to available airport capacity must be built. Currently we are developing a prototype that accounts for critical SREF variables as well as local characteristics for predicting airport-specific AAR and ADR. Such a prototype will be applied in our future work for modeling terminal weather impact.

In this study we employ a simplistic approach of deriving airport capacity for the purpose of concept validation: For each airport considered, the precipitation forecast (mm/hr) of the weather grid cell in which it resides is converted into radar reflectivity (dBZ) using Eq. (1). Then, we use Table 1 for categorizing the impact and determining the capacity reduction ratio. The loss of capacity of an airport can thus be derived from multiplying the predicted reduction ratio with the nominal arrival and departure capacity assumed in FCM.

With the estimated capacity of sectors and airports based on SREF forecasts, 21 weather-impact scenarios can be generated in FCM, each of which are provided with delay statistics for ATC sectors and airports by time. These scenarios will allow quantitative evaluation for comparison and clustering.

\[
dBZ = 10 \left( \log_{10} 200 + \frac{8}{5} \log_{10} Precip \right) \quad \text{Eq. (1)}
\]

<table>
<thead>
<tr>
<th>Reflectivity (dBZ)</th>
<th>Description</th>
<th>Reduction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below 30</td>
<td>Light</td>
<td>0 %</td>
</tr>
<tr>
<td>30 ~ 40</td>
<td>Moderate</td>
<td>20 %</td>
</tr>
<tr>
<td>40 ~ 50</td>
<td>Heavy</td>
<td>40 %</td>
</tr>
<tr>
<td>Above 50</td>
<td>Extreme</td>
<td>60 %</td>
</tr>
</tbody>
</table>

### III. Clustering Methodology

This section describes a series of steps employed for evaluating weather impacts, clustering weather-impact scenarios, and selecting representative scenarios.

#### A. Impact Metrics for En Route ATC Sectors

After FCM generates 21 SREF weather-impact scenarios, proper aggregation of spatiotemporal delay data is needed to facilitate scenario comparison. For ATC sectors, the idea is to summarize the spatiotemporal delays with two aggregate values: spatially weighted delay and temporally weighted delay. Let \( e(s, t) \) denote the delay value associated with sector \( s \) at time \( t \), where \( s \in \{1, \ldots, S\}, t \in \{1, \ldots, T\} \). Two sets of summary metrics are first defined to capture the impact in the spatial and temporal dimensions.

- Spatial summary metric: \( SL(s) = \sum_{t=1}^{T} e(s, t) \), and
- Temporal summary metric: \( TL(t) = \sum_{s=1}^{S} e(s, t) \).
The next step is to aggregate the summary metrics by time and sectors. The spatial summary metric $S_i$ renders a $1 \times S$ row vector, corresponding to $S$ sectors in the weather forecast region. To incorporate the geographical relationship of sectors into metric aggregation, a summation technique is proposed:

$$\text{Adjacency Weighted Summation} = \sqrt{\mathbf{V} \cdot (\mathbf{\delta} + \mathbf{I}) \cdot \mathbf{V}^T}$$

where $\mathbf{V}$ is a $1 \times S$ row vector, whose transpose is $\mathbf{V}^T$, $\mathbf{I}$ is a $S \times S$ identity matrix, and $\mathbf{\delta}$ is the first-order $S \times S$ adjacency matrix of sector with zeros in the diagonal.

Similarly, time series data could also be weighted by “adjacency”, which needs to be defined. The temporal summary metric $T_I$ renders a $1 \times T$ row vector, corresponding to $T$ time periods over the weather forecast horizon. The adjacency matrix $\mathbf{\delta}$ for $T_I$ is a $T \times T$ matrix such that:

$$\mathbf{\delta} = \begin{cases} 1, & \text{if } j = i + 1 \text{ or } j = i - 1 \text{ for } i, j = 1, ..., T. \\ 0, & \text{otherwise.} \end{cases}$$

Spatially and temporally weighted delay metrics can thus be computed for a spatiotemporal profile of en route delays and used for scenario comparison. More detailed discussion on metric characteristics can be found in Tien et al. [4].

B. Impact Metrics for Terminal

In FCM, airport delay statistics are collected for both departure and arrival operations at the boundaries of terminal airspace. Thus, for each airport, there is a temporal profile for departure delays as well as for arrival delays. The temporally weighted metric introduced in III.A can be used to summarize these two delay profiles in order to facilitate scenario comparison.

C. Clustering Weather-Impact Scenarios

Enriquez and Kurcz [7] develop an iterative version of the Spectral Clustering algorithm that was used to cluster subjects that represent 2D aircraft trajectories. The subjects are first evaluated by pair-wise “similarity” defined by Euclidean norm and a Gaussian kernel and then iteratively partitioned into two groups until the stopping criteria are reached. Thus, there is no need to pre-specify a desired number of clusters.

Specifically, assuming that there are $N$ subjects to be clustered, the main input of the algorithm is a “similarity” matrix $\mathbf{W} = \{w_{i,j} | i, j = 1, ..., N\}$, which is typically constructed with a Gaussian kernel:

$$w_{i,j} = \exp\left(\frac{-\|x_i - x_j\|^2}{2\sigma^2}\right)$$

(5)

where $x_i$ is the metric vector for an individual subject, for $i = 1, ..., N$, and $\|\cdot\|$ is the Euclidean norm. This ensures that if two subjects are dissimilar in their metric values, their $w_{i,j}$ will be small. The scale parameter $\sigma$ in Eq. (5) determines the width of the neighborhood and thus plays a critical role in computing similarity.

Tien et al. [4] tailored the algorithm for the requirements of FCM by determining the scale parameter $\sigma$ based on the input data, as opposed to using a pre-defined parameter value. As a result, the algorithm is more adaptive to the magnitude of input data and avoids the need to tune the scale parameter whenever there is a change of metric or a change of weather day, which is desirable for real-time application as weather impact intensity varies day by day.

With the proposed impact metrics for both en route and terminal airspace, the clustering algorithm in Tien et al. [4] can be applied. Scenarios with similar characteristics will be identified so that the representative scenarios could be determined.

D. Selection of Representative Scenarios

After obtaining the clustering results, a representative scenario from each group may be identified with both subjective and objective judgments. For the TFM purpose, the representative scenarios should demonstrate some of the characteristics proposed in Xue et al. [8]:

1. Each representative scenario should correspond to an original SREF member.
2. Each representative scenario should be significantly different from other representative scenarios.
3. The representative scenarios together should adequately span all the scenarios.
4. The probability associated with each representative scenario indicates the fraction of representation in the ensemble by the associated cluster.
Molteni et al. [9] introduced the concept of representativity index (RI) for objectively selecting the representative scenarios from clusters of scenarios. For this study, the RI of scenario $i$ is reformulated as follows:

$$RI_i = \frac{\sum_{j \in C} w_{i,j} / (N - |C|)}{\sum_{j \in C} w_{i,j} / |C|}$$

where $w_{i,j}$ is the similarity metric between scenarios $i$ and $j$ defined in Eq.(5), $C$ is the set of scenario indices in the same cluster as $i$, and $N$ is the total number of scenarios.

The proposed RI of a scenario takes into account the similarity measurement inside and outside of a cluster. It is the ratio between its average similarity metrics from the scenarios of all other clusters and that from the scenarios in its own cluster. As a high $w_{i,j}$ means high similarity between two scenarios, a scenario with a low RI value indicates that its similarity to those in the same cluster is high, and its similarity to those out of the cluster is low.

A representative scenario of a cluster is thus defined as the one with the smallest RI, and its probability of occurrence is the percentage of the clustered scenarios to the total. This definition also meets the four characteristics listed above. Specifically, the smallest RI ensures that a representative scenario is significantly different from other representative scenarios, and together the representative scenarios span the entire range of scenarios.

IV. Numerical Results

A. Source of Data

To demonstrate the proposed methodology, the weather forecast and traffic demand on June 18, 2013 were analyzed: For each of the 21 SREF members, the hourly precipitation forecast, generated at 09:00Z, from 10:00Z to 08:00Z next day is used to generate capacity loss of sectors and airports. Traffic demands were based on the first filed flight plans and simulated via the FCM’s queuing network model under forecast weather constraints. Figure 1 illustrates the historical weather on this day that primarily developed over the airspace of the ARTCCs of Cleveland (ZOB), Chicago (ZAU), Indianapolis (ZID), New York (ZNY), Boston (ZBW), Washington (ZDC), Atlanta (ZTL) and Jacksonville (ZJX). We will use FCM’s simulation delays of sectors and airports in this airspace for computing the impact metrics.

Figure 1. CIWS Snapshot of Historical Weather at June 18, 2013 22:00
The simulation delays produced by FCM are the backlog statistics from the underlying queuing model, which can be interpreted as potential congestion workload. Figure 2 shows the spatiotemporal distributions of sector delays from four selected scenarios. Visual inspection of all the scenarios indicates that the ZDC sectors are most heavily impacted and that the impact becomes more severe later in the day. However, the coverage and magnitude of impact differ among scenarios.

The impact metrics proposed in III.A can help numerically differentiate the impact by time or by space for systematically comparing multiple scenarios when visual inspection becomes unmanageable. To prepare the data for running the clustering algorithm, a temporal impact metric and a spatial impact metric are computed for sectors delays while only five impact metrics are selected for airport delays because of their significant variation among 21 scenarios. The selected airport delay metrics are LGA’s arrival delay, EWR’s departure delay, EWR’s arrival delay, ATL’s departure delay, and ORD’s arrival delay.

The radar plot in Figure 3 illustrates the impact metrics for all 21 SREF scenarios, where each metric is normalized by its maximum value and mapped onto a scale of 0 to 100. Such a normalization step is necessary as the values of the various metrics can be drastically different. For example, in this case study, the temporal sector delay metric, which is derived from 378 sectors, could have a much higher value than the arrival delay metric for LGA. With the original scale, LGA arrival delays might not be as significant as sector delays, resulting in no influence on scenario clustering, while in fact LGA arrival delays would not only distinguish scenarios but also signal the need for a ground delay program for LGA.

Figure 2. En Route Delays from FCM Simulation for Selected Weather Scenarios
B. Clustering Results

Each weather-impact scenario is evaluated with 2 sector delay metrics and 5 airport delay metrics. To address the differences between sector delays and airport delays, we apply a weighting factor $S/A$ on sector delays when computing similarity using Eq. (5). Operational preferences could be reflected in this tradeoff coefficient as well. The $S/A$ value represents the degree to which sector delays are weighted more heavily than airport delays, where $S/A = 1$ means they are equally weighted, $S/A = 2$ means sector delays are weighted twice as much as airport delays.

With $S/A = 1$, there are 10 clusters and thus 10 representative scenarios identified, as illustrated in Figure 4(a). Thus by clustering the 21 member ensemble in this manner, a significant reduction in weather futures is achieved. This reduction allows decision makers to focus only on distinctive but representative scenarios, as opposed to all 21 ensemble members.

It is expected that increasing the weighting on sector delays would result in fewer clusters as differences in airport delays become less significant. With $S/A = 8$, there are 8 representative scenarios identified, illustrated in Figure 4(b). It can be observed that all the distinctive contours regarding sector delays still exist while some representatives in Figure 4(a) are now either clustered with other scenarios or are no longer identified as the representative scenario.
C. Sensitivity of Sector-Airport Delay Tradeoff

To understand the sensitivity of the tradeoff coefficient to the clustering results, we evaluated how changing the S/A value changes the specific clusters and representative members. Figure 5 depicts the evolution of clustering results as S/A increases. As expected, increasing the weight on sector delay metrics changes the number of the resulting clusters as well as the representative scenarios.

When S/A changes from 1 to 2, the cluster of {4, 7, 8} changes its representative from Scenario 8 to Scenario 7, as shown in Figure 6(a). In addition, Scenario 18 is included in another cluster and results in a change of representative, from Scenario 15 to Scenario 13, shown in Figure 6(b).

Figure 6(c) shows that when S/A = 4, the difference of EWR arrival delays between Scenarios 1 and 5 is not as influential as a lower S/A. Thus, two scenarios are combined in the same cluster.

After S/A is above 4, there is no change in clusters and representative selection.

Figure 5. Sensitivity of S/A to the Clustering Results
The ensemble members from the Short Range Ensemble Forecast product can be used to represent a wide range of deterministic weather scenarios for NAS strategic planning. The aggregation method for spatiotemporal data is employed to facilitate numerical comparison among scenarios. With the proposed representativity index (RI), representative scenarios that meet preferred characteristics can be selected after clustering. In the numerical experiment, sector and airport delays are incorporated into the proposed clustering approach, but the tradeoff between the two delay categories may influence the clustering results as well as the representative selection.

For future work, impact modeling for airport capacity needs to be improved for real-time decision support. Also, the performance of the clustering results could be examined with the traffic management initiatives designed specifically for the representative scenarios. It is expected that the initiatives that work best for the representative scenarios would also have similar response on the scenarios in the same cluster. Lastly, more weather days can be analyzed to fine-tune model parameters as well as understand the scale of historical weather severity.

V. Summary

The ensemble members from the Short Range Ensemble Forecast product can be used to represent a wide range of deterministic weather scenarios for NAS strategic planning. The aggregation method for spatiotemporal data is employed to facilitate numerical comparison among scenarios. With the proposed representativity index (RI), representative scenarios that meet preferred characteristics can be selected after clustering. In the numerical experiment, sector and airport delays are incorporated into the proposed clustering approach, but the tradeoff between the two delay categories may influence the clustering results as well as the representative selection.

For future work, impact modeling for airport capacity needs to be improved for real-time decision support. Also, the performance of the clustering results could be examined with the traffic management initiatives designed specifically for the representative scenarios. It is expected that the initiatives that work best for the representative scenarios would also have similar response on the scenarios in the same cluster. Lastly, more weather days can be analyzed to fine-tune model parameters as well as understand the scale of historical weather severity.
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