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1. INTRODUCTION 

Instructors often find that the material they teach does 

not coincide with the material that students actually 

learn and understand (e.g., Driver 1985; Schneps 1997; 

Fisher and Moody 2000). There are many stumbling 

blocks to learning, one of which is the extent of prior 

knowledge and conceptual understanding. The 

presence of any persistent misunderstandings, 

otherwise known as misconceptions, provides a poor 

base for additional learning, and can consequently 

result in poor performance on formal assessments (e.g., 

Hestenes et al. 1992).  

 

The field of meteorology can be particularly susceptible 

to students bringing in misconceptions as a result of 

years of personal experience with the weather 

(Rappaport 2009). To eradicate misconceptions and 

improve learning, they must be identified and dealt with 

head-on (e.g., Posner et al. 1982). Several science 

disciplines have had great success toward this end by 

developing standardized assessment exams that are 

designed to identify common misconceptions for their 

student populations, including physics (Halloun and 

Hestenes 1985; Hestenes et al. 1992), astronomy (Zeilik 

et al. 1997; Hufnagel 2002), biology (Anderson et al. 

2002), statistics (Allen et al. 2004), and the geosciences 

(Libarkin and Anderson 2005). To date, no such broad-

reaching exam exists for the discipline of meteorology, 

putting instructors who want to ensure that their 

students attain a scientific and accurate understanding 

of meteorology at a significant disadvantage.  

 

The Fundamentals in Meteorology Inventory (FMI) is a 

new assessment tool under development whose long-

range goal is to improve student understand of basic 

meteorological concepts. The FMI is a multiple-choice 
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exam that covers all of the broad topics typically 

covered in an introductory meteorology course. Results 

from the FMI would be pinpoint consistent areas of 

struggle for students learning the fundamentals of 

meteorology, allowing instructors to develop focused 

and effective teaching techniques that improve student 

understanding. 

2. BACKGROUND 

2.1 MISCONCEPTIONS IN LEARNING 

There are numerous roadblocks that can impede 

student learning, such as motivation, affect, aptitude, 

learning style, and exceeding cognitive load (e.g., 

Sweller 1988; Pass et al. 2003; Roebber 2005; 

McConnell and van Der Hoeven Kraft 2011; Sweller et 

al. 2011). Perhaps the most significant impediment to 

learning involves previous conceptions about the 

subject held by a student. Incorrect prior knowledge has 

been shown to significantly impair the accuracy of 

students’ conceptual understanding of a particular 

subject, thus impacting performance on course 

assessments (e.g., Hestenes et al. 1992). Indeed, these 

misconceptions impede students from attaining a more 

scientific viewpoint and are extremely resistant to 

traditional classroom instruction, particularly when 

instructors are ignorant of their existence and do nothing 

to directly address or correct them (e.g., Halloun and 

Hestenes 1985; Hestenes et al. 1992; Wandersee et al. 

1994).   

Meteorology in particular can be susceptible to 

misconceptions, as students often have years of 

personal experience with the day-to-day weather before 

starting formal instruction. Thus, students may have 

difficulty reconciling the presented material with their 

observations, allowing poor learning to take hold 

(Rappaport 2009). Previous research has often focused 

on the misconceptions of children, who often simply lack 

meteorological knowledge (e.g., Henriques 2002). At the 

undergraduate level, previous research has examined 

misconceptions associated with specific phenomena 

such as tornadoes or fog (Lewis 2006; Rappaport 2009; 

Polito 2010). These misconceptions existed at 

numerous cognitive levels (i.e., freshmen through 

seniors), and for both majors and non-majors (Polito 

2010). 

Consistent with the findings of Polito (2010), the 

meteorology program at the United States Air Force 

Academy (USAFA) identified misconceptions that 



carried throughout the three years of required 

coursework utilizing a home-grown longitudinal 

assessment exam known as the Meteorology Program 

Assessment Test (MPAT). The MPAT is a 39 item test 

that covers topics across the entire USAFA meteorology 

program and evaluates the academic evolution of 

meteorology majors as they progress through the 

curriculum. In the initial version of the exam, 15 of the 

39 questions related to fundamental concepts taught in 

the first-semester course. The graduating Class of 2010 

was the first set of meteorology majors to take the 

MPAT before, during, and after instruction of their 11 

required meteorology courses (hereafter referred to as 

the pre-curriculum, mid-curriculum, and post-curriculum 

periods, respectively). 

The post-curriculum assessment taken by the Class of 

2010 revealed that 4 of the 15 questions related to 

fundamental concepts had an average score below 

60%, demonstrating poor understanding and suggesting 

the persistence of misconceptions even after extensive 

instruction. Out of the four low-scoring questions, three 

of them had a considerably lower average than on the 

mid-curriculum assessment. One additional question 

related to introductory material (with a score above 60% 

on the post-curriculum assessment) also had a lower 

average than the previous year, resulting in a total of 4 

questions with a decreasing average. In other words, 

performance on nearly one-quarter of the questions 

related to fundamental concepts decreased from the 

mid-curriculum to the post-curriculum MPAT 

assessment. Similar results exist for the other 

graduating classes that took the MPAT their junior and 

senior year (Classes of 2009-2014; not shown). 

In terms of misconceptions focusing on introductory 

topics, to the best of the authors’ knowledge, only a 

single study has been conducted, Kahl (2008). A survey 

was devised (and administered at a single institution) 

with three types of questions asked within each topical 

subject area: content, application, and deeper 

application. Questions related to content learning scored 

quite well (more than 75% saw improvement over the 

semester in each topical area), while questions related 

to applications and deep applications of topics saw 

much less improvement (8-43% of students). The 

overall portion of students demonstrating a correct 

understanding of introductory meteorology topics varied 

significantly in the application questions, between 9% 

and 78%, with the deeper application questions on the 

lower end of that range. These results indicate that 

students tend to excel at memorizing content, but 

struggle to truly understand concepts and apply them 

correctly to given situations. 

2.2 CONCEPT INVENTORIES 

Conceptual inventories, often given as a multiple-choice 

exam at the beginning and end of a semester, have 

been a demonstrated source of vital information for 

instructors on the depth of student learning. For 

example, the Force Concept Inventory (FCI; Hestenes 

et al. 1992) revealed the superficial nature of conceptual 

understanding of introductory physics topics by a 

significant proportion of college students. The 

application of the results from this inventory dramatically 

shifted perceptions of the teaching and learning of 

physics, and subsequently radically transformed 

conventional college-level physics instruction 

(Gonzales-Espada 2003). Recognizing the successes of 

the physics community, numerous other disciplines 

have also developed similar assessment exams, 

including astronomy (Zeilik et al. 1997; Hufnagel 2002), 

biology (Anderson et al. 2002), statistics (Allen et al. 

2004), and the geosciences (Libarkin and Anderson 

2005). Consequently, the authors are confident that the 

FMI can be a similarly successful source of 

advancement in teaching meteorology. 

 

3. DEVELOPMENT OF THE FMI 

Strong evidence exists that meteorology has 

misconceptions, but additional work is needed to 

determine those that are universal at the fundamental 

level. To date, no study has systematically identified 

misconceptions of meteorology common to 

undergraduates at a variety of institutions.  A 

standardized assessment exam known as the 

Fundamentals in Meteorology Inventory (FMI) has been 

developed to fill this gap by assessing student 

understanding of basic concepts addressed in 

introductory meteorology courses (Davenport et al. 

2014). The main goal of the exam is to assist instructors 

in identifying concepts that may cause the most difficulty 

for their students.  Additionally, the exam provides a 

means with which learning and teaching effectiveness 

can be evaluated.  

 

Previous standardized assessments in the science 

community like the FCI have typically been developed 

as a multiple-choice exam due to a variety of reasons: 

objective grading, ease of testing large numbers of 

students, minimal time commitment for instructors to 

grade, as well as the ease of applying standard 

statistical analysis (Engelhardt 2009). As noted in 

Anderson, et al. (2002), student interviews are the most 

effective means of identifying misconceptions, and have 

been used along with open-ended questions in 

developing many other concept inventories, especially 



in identifying meaningful item distractors. However, 

Anderson et al. (2002) also note that interviews and 

open-ended questions are logistically impossible to 

include in such assessments due to the large number of 

students being measured. Thus, the FMI uses a multiple 

choice format to maximize objectivity while also allowing 

for efficient implementation and analysis of results.   

 

In developing the current version of the FMI, assessing 

higher-order student understanding (as opposed to rote 

memorization) of meteorological concepts was a central 

goal. The authors followed the guidelines of Haladyna et 

al. (2002) in formatting each question. Following an 

analysis of numerous studies on multiple-choice item-

writing guidelines, Haladyna et al. (2002) provides a 

synthesis of 31 recommendations for writing test items, 

which the authors sought to follow as much as possible, 

as appropriate for the intended goals of the FMI.  

 

The specific content of the FMI was largely driven by the 

broad topics covered in many introductory meteorology 

courses, split into seven categories divided among 35 

total questions: clouds and precipitation, wind, fronts 

and air masses, temperature, stability, severe weather, 

and climate (e.g., Fig. 1).  In the Fall 2013 semester, the 

questions were administered in the introductory course 

at USAFA as an in-class check for understanding. 

Feedback was solicited from students on question 

language and answer choices. Additional feedback and 

edits were given by meteorology faculty at USAFA. 

Responses were collected and taken into careful 

consideration with revisions as needed to ensure 

appropriateness of content, language, and answer 

choices. Further review and iterations of question 

content will be ongoing as additional feedback is 

solicited from additional meteorology faculty across the 

country, which will be described later as future work. 

 

4. PILOT STUDY RESULTS 

To assess the viability of the FMI in identifying 

misconceptions in introductory meteorology, a pilot 

study was conducted by faculty at USAFA. Students 

enrolled in the Spring 2014 Introduction to Meteorology 

and Aviation Weather (Meteor 320) course at USAFA 

had Version 1.1* of the FMI administered as a pre-test 

and post-test. The pre-test, given at the beginning of the 

semester, measured the extent of prior knowledge that 

students brought to the course, while the post-test, 

given on the last day of the class, measured the extent 

to which student understanding improved beyond prior 

knowledge. By comparing the pre-test and post-test 

results, learning gains were determined, in addition to 

indicating any misconceptions. Meteor 320 represents 

the first course in the meteorology major course 

sequence at USAFA, though the majority of students 

enrolled in the course over the past three years were 

non-majors (93%), with three majors typically taking the 

course each semester*. 

The FMI pre-test was given on January 8-9, 2014, to 49 

of 56 USAFA cadets enrolled in the Spring 2014 offering 

of the Meteor 320 course. The post-test was then 

administered on May 8-9, 2014 to 48 of the 56 

registered students. Due to students adding the course 

late or dropping the course altogether, there was an 

overlap of 41 students who took both the pre-test and 

the post-test. Thus, our analysis will focus on the scores 

of the 41 students who completed both tests. The data 

collected for each student consisted of the responses to 

each of the 35 test items, whether the response was 

correct (1) or not (0), and the total number of correct 

responses.  

 

Table 1 provides a set of summary statistics of the pre- 

and post-test scores. It is encouraging that the mean, 

median, and mode score 

improved from the pre-test 

to the post-test, indicating 

a gain of meteorological 

knowledge. Even so, the 

post-test average of 19.56 

(out of 35 questions, 

giving a 56% correct 

response rate) suggests 

that there is a sizeable 

fraction of material that 

students struggle to fully  
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Figure 1. Sample FMI question from the fronts and air masses category. 



understand, some of which could be due to 

misconceptions. Additionally, the statistics point 

to a nearly doubled range of scores for the post-

test, indicating that some students improved their 

scores much more than others. Figure 2 

illustrates this shift, with a clear stretching of the 

distribution of post-test scores compared to the pre-test 

distribution. 

 

One of the major issues in developing a conceptual 

inventory such as the FMI is evaluating the suitability of 

individual items in identifying misconceptions. Utilizing 

item response theory is thus of use, as it does not 

assume that each test item is equally difficult 

(Hambleton et al. 1991). For example, Hestenes et al. 

(1992) used a straightforward item analysis of the FCI 

that suggested that items with a high correct response 

rate only provide weak discrimination in identifying 

misconceptions, and thus should probably be dropped 

from the inventory. From the Spring 2014 FMI offering at 

USAFA, the pre-test indicated that Items 5, 8, and 31 

had correct response rates greater than 75% (not 

shown), while the post-test showed that Items 5 and 31 

maintained this high correct response rate (Table 2). 

Based on a straightforward item analysis, these will be 

considered for removal in future FMI versions since a 

large fraction of students appear to have a good grasp 

on the tested concept.  

 

Perhaps the analysis of most interest for the proposed 

research is comparing items that students performed 

equally poorly on or worse in both the pre-test and the 

post-test. Such an analysis would be able to highlight 

any sustaining student misconceptions. A 

straightforward and common metric for concept 

inventories (e.g., Halloun and Hestenes 1985) to identify 

problem areas is learning gain: 

 

𝐺𝑎𝑖𝑛 =  
(𝑝𝑜𝑠𝑡𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒 − 𝑝𝑟𝑒𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒)

(100 − 𝑝𝑟𝑒𝑡𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒)
 

Calculating gains is extremely useful in identifying 

misconceptions because they are normalized using the 

maximum possible improvement from pre-test to post-

test (100—pretest score). Thus, small or even negative 

learning gains provide clear evidence that a 

misconception is present. The overall learning gain for 

the Spring 2014 offering of the FMI at USAFA was 24%, 

which is consistent with Table 1 demonstrating a rise in 

scores from the pre- to post-test. However, learning 

gains calculated for individual questions tells us a bit 

more nuanced story. Table 2 indicates 12 questions 

(approximately a third of all FMI test items) where 

negative learning gains occurred, meaning that students 

performed worse on those questions in the post-test 

than they did in the pre-test. While these questions 

spanned a range of topics, over half of them were 

related to the categories of temperature or climate. 

Whether or not this is representative of all students in 

introductory meteorology remains to be seen, and will 

be evaluated as FMI testing is expanded.  

 

In order to provide confidence that these overall and 

item-specific learning gains are meaningful, it can be 

useful to apply a discrimination index (DI to the results 

(e.g., used by Allen et al. 2004). This index essentially 

evaluates the effectiveness of test items to discriminate 

between students who know the answer and those who 

do not. Specifically, comparisons are made between 

high test performers and low test performers on each 

item (statistics textbooks generally suggest the highest 

and lowest 25% or 27% of scores). Thus, a large and 

positive correlation suggests that students who get any 

one question correct also have a relatively high score on 

the overall exam. Strong negative correlations indicate 

the opposite effect and could suggest that low-

performing students are using test taking techniques to 

guess the correct answer, or that high-performing 

students are justifying a wrong answer in some way 

(e.g., Hufnagel 2002). Thus, analyzing the 

Statistic Pre-test Post-test 

Mean 14.66 19.56 

Median 15 20 

Mode 16 20 

Standard deviation 2.82 4.00 

Standard error of 

the mean 
0.44 0.62 

Range of scores 10 18 

Table 1. Summary statistics on FMI scores for the 

spring 2014 Meteor 320 offering at USAFA, based 

on formulas from Engelhardt (2009). 

Figure 2. Histogram of the FMI pre- and post-test scores from the 

Spring 2014 Meteor 320 course at USAFA.  



discriminatory power of each item gives more 

confidence that any measured learning gains would be 

meaningful, providing context for identifying the topics 

and questions students struggled with the most.   

 

According to Ebel (1972), a negative DI would indicate 

an item to be discarded (i.e., not a good discriminator); 

a DI value between 0.0 and 0.19, poor discriminator 

(needing revision); a DI value between 0.2 and 0.29, 

acceptable discriminator; a DI value between 0.3 and 

0.39, good discriminator; and a DI value greater than or 

equal to 0.4, an excellent discriminator. Table 3 shows 

the DI values calculated for the post-test FMI, based on 

the top and bottom 27% performers. It is clear than the 

large majority of FMI questions are well within the 

necessary values for us to be confident in their 

effectiveness. However, item 22 has a negative DI, 

indicating that it needs to be discarded from future FMI 

versions. Additionally, 12 more items are found to be in 

the “poor” range, signifying a need for revision.  This 

result is perhaps not too surprising, given that the FMI is 

still in its infancy of development and will undergo 

several more revisions before achieving a final product. 

Nevertheless, the DI will be a valuable tool in illustrating 

the questions needing the most refinement.  

 

5. SUMMARY AND FUTURE WORK 

The development of the FMI was motivated by a clear 

need in the meteorological community to identify the 

persistent and common stumbling blocks of students. 

Initiated by discussions among a pool of advanced-

degreed meteorologists at USAFA, questions were 

established through an iterative editing process. These 

collaborative discussions worked to ensure the validity 

of both the concepts being tested and the specific 

responses to the questions (i.e., following Engelhardt 

2009). To ensure content validity of the FMI, input will 

be sought from instructors at institutions offering an 

undergraduate degree (major or minor) in meteorology 

or atmospheric science, targeting those with experience 

in teaching introductory meteorology courses. Instructor 

feedback will be aggregated to identify common 

suggestion themes for each question, resulting in edits 

to each question to produce a more broadly-testable 

exam. Further iterations will certainly be necessary as 

more is learned about the reliability and validity of the 

exam, but this effort to include insight from the 

meteorological community will provide a more unified 

vision of what should be tested at the introductory level. 

An initial pilot study at USAFA revealed that the FMI has 

the ability to identify common meteorology 

misconceptions. While significant work remains to refine 

the questions, the exam shows promise in assisting the 

academic meteorology community in promoting 

enhanced learning outcomes. To ensure that the FMI 

can be universally applicable to all introductory 

meteorology courses, testing will soon expand to two 

additional schools, including the University of North 

Carolina at Charlotte, and the South Dakota School of 

Mines and Technology, offering considerably different 

student populations with which to test.  

  

Table 2. Response distributions and learning gains (LG) for the 

post-test FMI. The correct response is shaded blue, and the 

correct response rate is shaded by the scale shown.  Negative 

learning gains are indicated by red font. 
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