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A multiple linear regression statistical method is appliedto model data taken from the Coupled Model Inter-
Comparison Project, phase 5 (CMIP-5) to estimate the 11-yeasolar cycle responses of stratospheric ozone,
temperature, and zonal wind during the 1979-2005 period. Th analysis is limited to the six CMIP-5 models that
resolve the stratosphere (high-top models) and that incluel interactive ozone chemistry. All simulations assumed
a conservative 11-year solar spectral irradiance variatia based on the NRL SSI model. These model responses
are then compared to corresponding observational estimatederived from two independent satellite ozone profile
data sets and from ERA Interim Reanalysis meteorological d&@. The models exhibit a range of 11-year responses
with three models (CESM1-WACCM, MIROC-ESM-CHEM, and MRI-E SM1) yielding substantial solar-induced
ozone changes in the upper stratosphere that compare morevarably with available observations. The remaining
three models do not, apparently because of differences in ¢hdetails of their radiation and photolysis rate codes.
During winter in both hemispheres, the three models with stonger upper stratospheric ozone responses produce
relatively strong latitudinal gradients of ozone and tempeature in the upper stratosphere that are associated with
accelerations of the polar night jet under solar maximum couwlitions. This behavior is similar to that found in the
satellite ozone and ERA Interim data except that the latitudnal gradients tend to occur at somewhat higher
latitudes in the models. The sharp ozone gradients are dynaital in origin and assist in radiatively enhancing
the temperature gradients, leading to a stronger zonal windesponse. These results suggest that simulation of a
realistic solar-induced variation of upper stratospheric ozone, temperature and zonal wind in winter is possible
for at least some coupled climate models even if a conservadi SSI variation is adopted.
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1. Introduction 40 SSI; Lean et al. 1995; Lean 2000; Wang et al. 2005) has been
adopted for use by most models in the most recent Coupled Mode
As reviewed by Mitchell et al. (2014a) (hereafter referredas Intercomparison Project (CMIP-5) (Taylor et al. 2012).
Paper 1), the stratosphere containing the ozone layersepea
key link through which solar variability can produce peb@tions  New direct satellite-based measurements of SSI began to be
s of tropospheric circulation. Solar influences on surfadmale gpiained in 2003 by the SORCE (SOlar Radiation and Climate
can, in principle, be due either to solar irradiance vapizior,, Experiment) (e.g., Harder et al. 2009). As reviewed by Elineol
changes in corpuscular radiation (energetic chargedcfes)i or 5. (2013), the SORCE measurements differ in major ways from
both (see, e.g., section 4 of the review by Gray et al. 201Q}e proxy-based models and some of these differences may be a
Influences of solar irradiance variability can be furthevidid consequence of instrument degradation with time. In paic
10 into a so-called “bottom-up” category, involving direchgtration 5 large SSI decrease in the 200 to 320 nm range was measured
of solar radiation at wavelengths greater than about 30Q,,/4) SORCE during the decline of solar cycle 23 that was four to
to the lower troposphere, and a “top-down” category, iW@v gy times larger than estimated by proxy-based models. Brmo
effects of solar ultraviolet (UV) radiation on the upper asphere ot 5. (2013) conclude that a lower limit on the magnitude of
with indirect dynamical effects at lower levels. Becausett® ihe sSI solar cycle variation is represented by the NRL SSI
15 important role of ozone, which is mainly produced by solar U¥,qdel while the SORCE measurements may represent an upper
radiation, in radiatively heating the stratosphere anabse solag; |imit. However, results of recent efforts to account for aodrect
UV variability is relatively large (up tov 6% near 200 nm over jnstrument degradation effects in the SORCE SSI data (e.g.,

an 1l-year cycle compared to 0.1% at wavelengths> 300 \yoods 2012) suggest that the measured upper limit will biseel
nm), top-down solar irradiance forcing is believed to be a-nogownward considerably.
20 negligible component of solar-induced climate variapi{Kodera
and Kuroda 2002; Haigh 2003; Matthes et al. 2006; Meehl et al'This is the third in a series of analyses performed as pahteof t
2009; Hood et al. 2013; Gray et al. 2013). s0 SPARC SOLARIS-HEPPA SolarMIP project (Solar Model Inter-
There are a number of sources of uncertainty in designingc@mparison Project). In Paper 1 (Mitchell et al. 2014a), tipld
general circulation model (GCM) that is best able to sineuta  |inear regression (MLR) was applied to assess the 1l-year
25 Observed top-down component of solar irradiance-indutiete  sojar cycle component of both stratospheric and surfaceatd
change. These include uncertainties in solar spectraliamae yariability in the full suite of more than 30 models that aimited
(SS) variability itself, uncertainties in observatiorstimates fog 1o the CMIP-5 comparison study. The analysis focused on the
the solar-induced stratospheric and surface climate rssp@nd 13 models that resolve the stratosphere (high-top modeld) a
uncertainties in the details of the model formulation (se&tien gome evidence was obtained that these models are able ta&imu
30 2.2 below). better the surface response during northern winter tharoare
The nature and magnitude of SSI variability has been a tog@p models. However, as a whole, most of the high-top models
of increased attention during the last decade. Due to avbadikl not reproduce either the magnitude or latitudinal gratt
of direct, long-term measurements of SSI, proxy-based tsodef solar-induced temperature responses in the upper Spiatoe
have previously been developed by several groups usingeitdi that are estimated using most meteorological reanalysesalso
35 measurements such as sunspot area, the solar 10.7 cm radioMiichell et al. 2014b, in review). For this reason, the higtitude
(F10.7), and the solar Mg Il core-to-wing ratio (see the eevi dynamical responses that lead to significant top-down riigrof
by Ermolli et al. 2013). These SSI models have been extdgsiveegional surface climate were also not well simulated in tmos

employed in climate model simulations. For example, the S81 the high-top models. In addition to Paper 1, Misios et al.

model developed at the U.S. Naval Research Laboratory (NR2014) have examined the effects of atmosphere-oceaniongupl
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in modifying and enhancing the bottom-up component of soldvetween the SSTs and the solar cycle. However, during thedper
induced climate change using both high-top and low-top CBIIPfrom 1982 to 2003, such aliasing was minimal and the lower

so models. 120 stratospheric response agreed well with observationahatgs

In this paper, the model characteristics that yield a reaisien over the same period. In the present work, the 6 considerelgisio
agreement of solar signals with available observationshef tall have coupled oceans so that aliasing from prescribeds &T
stratosphere are examined further. Specifically, multllear Nota concern and only the period after 1979 is analyzed.
regression (MLR) is applied to compare in more detail solar In section 2, the 6 high-top CMIP-5 models with interactive

&5 signals in a subset of the 13 high-top CMIP-5 models coneitksrchemistry are described and the MLR statistical method ithat
in Paper 1, i.e., the 6 models that included coupled inteeact @pplied to the model data is summarized. Results of the sisaly
ozone chemistry (as opposed to those whose stratosphéic annually averaged monthly solar regression coeffisient
ozone variability was prescribeal priori). Attention is focused for stratospheric ozone and temperature are presented and
especially on the model response of stratospheric ozonilfwhcompared for the 6 models. In section 3, previous efforts to
o0 was not considered in Paper 1) and comparisons are médégimate observationally the 11-year solar-induced resgm of
selected observational estimates for the time period afgo Stratospheric ozone, temperature, and zonal wind are fiedtyb

when continuous g|oba| satellite remote Sensing measmnsmé'eVieWed and selected observations-based estimates dse th

began. responses are presented for comparison with the modelsesul

In many respects, this study builds on a previous work k;Epen the 11-year solar signals in ozone, temperature, amal zo

§/¥_\find for the 6 models are examined in more detail for the

95 Austin et al. (2008; see also Chapter 8 of SPARC-CCHM

a

2010). The latter authors analyzed solar cycle signals ohez northern early winter (Nov.-Dec.) and southern mid-wir{Gar.-

and temperature in a series of simulations of coupled ch@misAug') periods when observations indicate the strongesirsol

climate models (i.e., general circulation models with dedp induced latitudinal gradients in ozone/temperature aaddtgest

interactive chemistry) over various periods during the lzalf enhancements of the polar night jet in both hemispheres. A

” ﬁtﬁlaammary and further discussion are given in section 4.

o

of the 20th century. The employed models did not have co
oceans but were forced at their lower boundaries using veder 5 Models, Statistical Method, and Annual Mean Results

sea surface temperatures (SSTs). It was shown that the model

ozone results were generally in agreement with obser\satiozn'l' Models

at tropical latitudes (e.g., Soukharev and Hood 2006),diigl Table | lists the 6 high-top CMIP-5 models with interactive
10s @ maximum response near 3-4 hPa of two to three per cehemistry that are considered here. The institutes that meinly
over a solar cycle, a minimum near 20 hPa, and a secangleggponsible for producing these models are as follows: CESM
maximum in the lower stratosphere. The upper stratospheWWACCM - U.S. National Center for Atmospheric Research,
response is primarily a consequence of increased phatalgtine Boulder, Colorado; MIROC-ESM-CHEM - University of Tokyo,
production while the lower stratospheric response hasspat NIES, and JAMSTEC, Japan; MRI-ESM1 - Meteorological

110 Origin, resulting from a slowing of the upwelling branch oResearch Institute of Japan, Tsukuba City, Japan; GFDL-

o

the mean meridional (Brewer-Dobson) circulation (Koderalza CM3 - U.S. National Oceanic and Atmospheric Administration
Kuroda 2002). This double-peaked structure was not fourzeto Geophysical Fluid Dynamics Laboratory, Princeton, Neveder
dependent on whether or not a model included energeticcfmrtiGISS-E2-H and GISS-E2-R - U.S. National Aeronautics and
precipitation effects or a simulated or prescribed eqigtquasi- Space Administration, Goddard Institute for Space Stydiesv

115 biennial wind oscillation (QBO). During the 1960-1981 meti York, New York. The two GISS models differ only in the nature
the ozone response maximum in the lower stratospheressvedishe coupled ocean model (Shindell et al. 2013). The GI&S-E

shown to be artificially suppressed due to a fortuitous ¢aticn R model used the “Russell” ocean (Russell et al. 1995) whie t
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GISS-E2-H model used the Hybrid Coordinate Ocean Model (Soanstraints. Four of the models have no QBO while MIROC-
and Bleck 2006). All models were required to produce at ledsSEM-CHEM has a spontaneous QBO and CESM1-WACCM has a
one “historical” simulation over the 1850 to 2005 period twit nudged QBO. Finally, column 7 lists at least one recent esfes
observed forcing consisting of solar spectral irradiaranationspo for each model.

volcanic sulfate aerosol, and greenhouse gas emissiogt(Ta
et al. 2012). Effects of energetic charged particle présiion

2.2. Model Radiation and Photolysis Rate Codes
were generally not included, except for WACCM, which has a

parameterization for increased odd nitrogen productiorth# - According to published descriptions, all of the 6 coupleithate
thermosphere as a function of the geomagnetic Kp index. All gy,odels considered here used up-to-date interactive ctrgmis
the models considered here adopted the NRL SSI model (Waifhemes. The main characteristics of the chemistry schésnes
et al. 2005). Two of the models (CESM1-WACCM and GFRLs5 of the 6 models (CESM1-WACCM, MIROC-ESM-CHEM,
CM3) also scaled the total solar irradiance (TSI) by a constagEpL-CM3, GISS-E2-R, and GISS-E2-H) have been previously
factor of 0.9965 to agree with SORCE Total Irradiance Manitqyescribed in detail by Eyring et al. (2013; see their Appendi
measurements (Kopp et al. 2005). A). The chemistry scheme used in the MRI-ESM1 model, which

In the table, column 2 lists the number of ensemble membédl®vided data to the CMIP-5 archive at a later time, has been
that were available for analysis for the period after 197re®l0 summarized by Yukimoto et al. (2010; see also Shibata e08b 2
of the models (GFDL-CM3, GISS-E2-H, and GISS-E2-R) werand Deushi and Shibata 2010).
applied to produce an ensemble of 5 historical simulati@atche  However, the modeled response of stratospheric ozone and
The remaining three (CESM1-WACCM, MIROC-ESM-CHEM temperature to 1l-year SSI forcing depends strongly on the
and MRI-ESM1) performed one historical simulation each. Idetailed treatment of the solar UV irradiance in the 120-300
addition, CESM1-WACCM carried out three shorter simulagia nm spectral range. Experiments using a 1-D radiative-atives
for the 1955-2005 period with initial conditions taken fradhe chemical model presented by Shapiro et al. (2013; see thgird-
single historical run (Marsh et al. 2013). Therefore, altofa 2) are helpful for demonstrating this. In particular, théypwed
4 members are available for CESM1-WACCM for the periodsing the NRL SSI data set that the ozone mixing ratio in@gas
after 1979 when continuous global satellite observati®@aime in the stratosphere due to enhanced ozone production oy O
available. Column 3 lists the number of bands that repretent photolysis with a maximum near 40 km altitude. The increase i
solar spectrum in the model’s radiation scheme (after Thbfe the 40-60 km layer is related to-Cabsorption in the 121-200
Paper 1). However, the spectral resolution at UV wavelengthm interval (Schumann-Runge bands), while below 40 km the
is more important for stratospheric ozone production and risain spectral contribution is from the Herzberg continu@®0¢
discussed in more detail for the individual models in thetne42 nm). A negative ozone response is expected in the middle
subsection. Columns 4 and 5 list the approximate verticdlzamesosphere, driven by the increase of hydrogen radicallires
horizontal spatial resolutions of each model in the stgitese from water vapor photolysis by SSlI in the SRB and at the Lyman-
(~ 3 hPa). The vertical resolutions at this level are comparahl line. Both the positive ozone response centered near 40 km an
(~ 2-3 km) for all models except for MIROC-ESM-CHEM, the negative response peaking in the middle mesosphe@S(
which has a resolution near 1 km. The horizontal resolutames km) have been confirmed observationally using satelliteotem
also comparable (several degrees of latitude or longitidevaso sensing measurements on the solar rotatioral{-day) time
latitudes) except for MRI-ESM1, which has a higher resoluti scale (e.g., Hood 1986, Keating et al. 1987, Hood et al. 1991)
near 1 degree. Column 6 indicates whether each model sesulathe absorption of SSI at the Lymanwavelength by @ is also
a QBO and whether the modeled QBO is spontaneously generatsponsible for a strong expected ozone increase in ther uppe

or whether it is forced (nudged) to agree with observationalesosphere. Ozone photolysis in the 240-300 nm spectrgé ran

(© 2013 Royal Meteorological Society Prepared usingjjrms4.cls



Solar Signals in CMIP-5 5

235 leads to ozone loss partly compensating the influence ofreelda below 65 km, which may lead to underestimation of the solar-
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Os photolysis above 30 km. induced warming and an associated ozone increase there.

The expected temperature response to an enhancementrof sola
275 MIROC-ESM-CHEM
UV radiation is always positive and has two maxima at the

stratopause and mesopause. The mesopause maximum is definRédiative heating and photolysis rates are calculatedyubia
mostly by oxygen absorption in the SRB and in the Lyman-radiation code described by Sekiguchi and Nakajima (200&.
line. In the 50-70 km layer, the SRB and Herzberg continuuradiative transfer solver is based on the two-stream ajypation
contribution dominates, while below 50 km, ozone absompiio in the form of a discrete-ordinate/adding method and allows
the Herzberg continuum and Hartley bands (200-300 nm) isotlreatment of multiple scattering and absorption/emissibhe
main contributor to the overall heating. absorption is treated using a correlated k-distributiorK)

. . L . approach. The entire solar spectrum is divided into 23 vater
For regions where the influence of dynamics is not crucigl (e.

. . but the most important ones for the stratosphere/mesospher
the tropical middle to upper stratosphere and lower messph P P P

. . solar UV spectrum (185-300 nm) consists of 6 intervals where
differences in modeled ozone and temperature responses to

. . . . . the absorption b and is included. Photolysis rates
increases in SSI can potentially be explained by different P y 9 % y

. . . . are calculated on-line using temperature and radiationeflux
representations of the photolysis and radiative heatispaeses.

. . . . computed in the radiation code considering absorption and
Therefore, a detailed consideration of the individual madeles P g P

) . multiple scattering (Watanabe et al. 2011). The crossesecaind
is necessary. It should be noted however that the magnitiitie o P 9( )

t ields of the at heri ies f h spdaitral
thermal response depends not only on the details of thevednst quantum yields ot the afmospheric species for each spedtia

radiation codes but also on the quality of the long-wave @faﬂezgo are calculated using optimized averaging.
codes because the net temperature change is a balance metweg/eaknesses of the applied code include absence of the Lyman-
solar heating and infrared cooling. a line and water vapor photolysis. This could potentiallydea
to some overestimation of the ozone response in the upper
CESM1-WACCM stratosphere due to absence ofHphotolysis in the SRB. At
295 altitudes above 60 km, the neglect of the Lymartine would

The model version participating in CMIP-5 is described by

] result in problems in the simulation of both the ozone and
Marsh et al. (2013). Below 65 km, the heating rates are catled|

using the scheme of Briegleb (1992), which is based on ttheemperature responses.
two-stream delta-Eddington approximation. The solatlésand

MRI-ESM1
UV (200-700 nm) spectrum is divided into 8 spectral intesval
and only ozone absorption, which dominates below 50 km, isThe model version participating in CMIP-5 is described
taken into account. The photolysis rates are calculatedguaio by Adachi et al. (2011). The calculation of heating rates in
look-up table approach based on the output of the Tropogphehis version is performed with the two-stream delta-Edtting
Ultraviolet and Visible (TUV) Radiation model developed aapproximation with the entire solar spectrum divided in® 2
NCAR (Madronich and Flocke 1998). Above 65 km, the modealpectral intervals (Yukimoto et al. 2011, 2012). The absonp
also includes parameterizations for the Schumann-Rungdsbaof solar UV radiation by @ and Q is included following
(Koppers and Murtaugh 1996; Minschwaner and Siskind 3&9Bjeidenreich and Ramaswamy (1999), which divides the spact
and continuum, as well as for the Lymankine (Chabrillat and from 173 to 400 nm into 11 intervals. Absorption in the molecu
Kockarts 1997). The model is also able to treat extreme U\VXand lines is treated using a CKD approach. The photolysis rate

rays, which are mostly important for the thermosphere. Thexm calculation is based on the scheme applied in the NCAR 2-D

weakness of the applied codes is the absence of oxygen &ibsorpmodel SOCRATES (Huang et al. 1998) and includes all reastion
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important for the stratosphere and mesosphere. The onipubv 2.3. Method of Analysis

weakness of the radiation code is the absence of the Lyniare.
As in Paper 1, we adopt here a multiple linear regression (MLR

GEDL-CM3 statistical approach to estimate the 11-year solar comyoofe
350 variability in the model ozone, temperature, and zonal wind
The model version participating in CMIP-5 is described byonthly mean time series. Because the solar signal evolves
Donner et al. (2011). The applied radiation code is basednon gignificantly as a function of season, monthly solar regoess
original algorithm presented by Freidenreich and Ramagwaroefficients are calculated for comparison to correspandin
(1999). To improve performance, the code was slightly siiiepl observational estimates described in section 3. The MLRehod
by reducing the total number of spectral intervals covetimgss applied here differs from that applied in Paper 1 only in that
solar spectrum from 25 to 18. However, in the UV range (178-30he adopted solar predictor (basis function) is the solar IMg
nm), the number of intervals remains the same as in the atigiigore-to-wing ratio (or Mg Il UV index), which is availablersie
scheme (Anderson et al. 2004). Clear-sky photolysis rates 4979 when continuous satellite measurements of SSI bedps. T
calculated using a multivariate interpolation table dedifrom the index, which consists of a ratio that is insensitive to instent-
TUV model of Madronich and Flocke (1998), with an adjustreerielated drifts, is a measure of solar UV variations at wavgtles
applied for the effects of large-scale clouds. As in MRI-EEM near 200 nm that are important for ozone production in the
the only obvious weakness of the radiation code is the alesginc upper stratosphere (Heath and Schlesinger 1986; Vieredk an
the Lymane line. However, it appears that the applied photolysiSuga 1999). It is demonstrably more effective (see below and
rate calculation scheme was designed mostly for tropogphdrigure S7) in representing solar-induced signals in olagiemal
applications so it is possible that @hotolysis could be missigg stratospheric ozone data than other proxies such as tdal so
because this reaction is not important in the troposphere. iradiance (TSI), F10.7, or sunspot number. In Paper 1, Her t
purpose of analyzing model stratospheric temperature andlz

GISS-E2-H and GISS-E2-R wind data, the NRL model TSI was adopted as the solar basis

function because it, unlike Mg Il, is available for the fuistorical

The model versions participating in CMIP-5 are descnbes?ob[}/eriod (1850-2005) and because the UV component of SSI was

Schmidt et al. (2014). As noted in section 2.1, the H and rFSot represented uniformly in all of the CMIP-5 models.

versions differ only in the nature of the coupled ocean model
y P Specifically, the adopted MLR model for a given atmospheric

The calculation of heating rates is based on the Lacis andéten .
g variable and monttX (¢, ¢) is of the form:
(1974) parameterization, which considers solar UV abgmmpt
only by ozone. The photolysis rates are calculated using the . . . )
y By P y 9 X(i,t) = (i) + BsolarMglL(4, ) + ByolcanicSATO(, 1)
FastJ2 code of Bian and Prather (2002), which takes into account ) )
+6qB01QBO1(4,t) + Bqar02QBO2(4, )
the model distribution of clouds, aerosols, and ozone. Themme
875 +BENSON3'4(i7 t) + ﬁtrendGHG(iv t) + r(iv t) (1)
was improved by adding photolysis of water and NO at high
altitudes. The weakness of the applied radiation code isredes where : is the month of the yeari(= 1, 2, ..., 12),t is
of oxygen absorption, which is very important in the uppdhe time in increments of yeargy(:) is the long-term mean
stratosphere/mesosphere. The absence of the SRB and kymdar the ith month, Mg Ili,¢) is the corresponding value
line in the Fast-H2 code could also lead to an underestimatio of the Mg Il UV index, available from the Laboratory for
the positive ozone and temperature response above 40 k. Rtmospheric and Space Physics at the University of Colorado
underestimation could be enhanced by the added photolysis(tttp://lasp.colorado.edu/lisird/mgii), SATO¢) is a measure of
water vapor, which provides additional active hydrogenirdpss the volcanic aerosol concentration (updated from Sato £08B),

solar maximum years. QBOL(i,t) and QBO2i,t) are the first and second Empirical
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Orthogonal Functions of the model equatoridi$3o 5 N) zonal value is roughly equivalent to a change in F10.7 ~of130
mean zonal wind at levels from 5 to 70 hPa in the stratosphefleix units or a change in sunspot number of 130, i.e., it
N3.4(i, t) is the Nifio 3.4 index (defined as the model sea surfacerresponds to a cycle that is about average for the 1940-200
temperature anomalies in the region frofiS5to 5N and from period but stronger-than-average for the 1850-1940 pefiod
120°W to 170W), GHG(s, t) is a time series representativesothe remainder of this paper, this change is referred to & sol
the concentration of well-mixed greenhouse gases, &nd) fis “minimum to maximum” or “max - min”. In this and subsequent
the residual noise term. The coefficieBS sy, Gyvolcanic: BqBO1.  figures, dark shaded areas indicate regions where the aebrag
BqB0o2, fENSO, @NdS;eng are determined by linear least squaresionthly solar regression coefficients are greater thanetihe
regression. Note that the QBO1, QBO2, and N3.4 basis fumctiaveraged monthly standard deviations. These areas dstistdiy
time series must be calculated from the model data forsgasignificant at approximately 95% confidence. Lighter shadeds
individual model prior to application of (1). For models Wit indicate regions where the coefficients are more than orraged

no QBO, the QBO terms are set to zero. As described in marenthly standard deviation and are significant at approtéima

detail in Paper 1, to correct for autocorrelation of the mald@¢a 68% confidence.

residuals after applying (1), we use the method of Tiao et al. Figyres S1-S6 show the monthly ensemble mean ozone solar
(1990) (see also Cochrane and Orcutt 1949 and Garny et &) 20@egression coefficients for each of the 6 models that wenagee
However, the correction is relatively minor since the yeayear together to produce the annually averaged plots in Figuféglire
autocorrelation of the monthly residuals is not large. S7 confirms that the Mg Il solar UV index gives more significant
ozone solar coefficient regression results for the CMIP-Sleho

2.4. Annual Mean Model Results )
ozone data over the 1979-2005 period. It compares the dpnual

Figure 1 shows annual averages of the monthly solar regressiveraged monthly ozone solar regression coefficients ruai
coefficients calculated from model ozone data over the Z@®%  for the CESM1-WACCM model when the assumed solar basis
period for all 6 models listed in Table 1. These averages dHction consists of (a) TSI; (b) F10.7; and (c) the solar MgV
produced by first calculating the monthly regression cdeffis index. Both the amplitude and statistical significance efsblar
and standard deviations for each ensemble member for a givegression coefficients are largest when the Mg Il UV index is
model (4 for CESM1-WACCM, 1 for MIROC-ESM-CHEM, 1 f&p used. Nevertheless, the TSI index used in Paper 1 for atredsph
MRI-ESM1, and 5 each for GFDL-CM3, GISS-E2-H, and GlsQuariables other than ozone over the 1850-2005 period renaain
E2-R). The ensemble means are then calculated for each motiid solar proxy.
and month (see Figures S1-S6). Finally, the ensemble mean#s seen in Figure 1, there is a wide range in the amplitude
of the coefficients and standard deviations for each of the &Rd statistical significance of the ozone solar regresssnlts
months are averaged together for each model at each grittpeiramong the models, especially in the upper stratosphergitees
produce Figure 1. The starting point of 1979 is determinethby the short 27-year analysis period, statistically signiftcaolar
beginning of continuous satellite observations (sectipwBile coefficients are obtained for 5 of the 6 models. Results for
the end point of 2005 is determined by the final year of the GMIhodels with little or no response in the upper stratosphege a
5 simulations. Ozone regression results are only showtitatclds  shown in the lower panel (Figure 1 d, e, and f). Overall, the
above 16 km since the vast majority of the ozone column isaictleast significant coefficients were obtained for GFDL-CM3larh
stratosphere. Results are not shown above 54 km since 4 6f ththe most significant coefficients were obtained for MRI-ESM1
models only provide data to approximately this level. The GFDL-CM3 results are not significant at the Rvel with
Ozone solar regression coefficients are expressed as thequdy marginally significant (&) values obtained in the lower
cent change in ozone concentration or mixing ratio for stratosphere. The two GISS-E2 models produce a significant

change in the Mg Il core-to-wing ratio of 0.0169. The latteozone response with maximum averaged amplitude 886 that
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is centered in the middle stratosphere near 10 kP22(km) while and sea ice concentrations) has recently been investidated
the response above 2 hPa is nearly zero. Chiodo et al. (2014). By carrying out simulations with anthaout
The three models that do produce a significant averaged upjigiuding volcanic aerosol forcing, it was found that moftte
stratospheric response yield results shown in the top pahelapparent solar-induced variation of tropical lower stsatweric
Figure 1. The CESM1-WACCM response is centered at rogghdgone and temperature in the model is due to the two major
4 hPa (- 38 km) while the MIROC-ESM-CHEM and MRI-ESM1 Volcanic events mentioned above. It was therefore infethed
responses are centered at a slightly higher level of 3 hRa4s the part of decadal variability in tropical lower stratosph
km. In all three cases, the peak amplitude averaged oveoalla Observations that can be attributed to solar variabilityy roa
is near 3%. Above the stratopause { hPa), the MRI-ESM1 smaller than previously believed. This may indeed be the cas
response is largest(2%) at high latitudes in both hemispheres. (see the next section). However, it is also possible that the
As also seen in Figure 1, several models (CESMl-WACCWI‘Odemd lower stratospheric ozone in WACCM is overly séresit
and GISS-E2-H) produce strong and apparently significammez 1© volcanic aerosol effects, as was apparently the casehtor t
responses in the lower stratosphere 0 hPa). On the other SLIMCAT model. The results of Figure 1 suggest that this doul
hand, MIROC-ESM-CHEM and MRI-ESM1 produce reducef€ true since the apparent lower stratospheric solar signal
and much less significant responses at this level, indigatiatz Unusually large and significant in CESM1-WACCM compared to
the modeled lower stratospheric ozone response could biigen Other models. In future work, this could be investigatedtfer by
to details of the model formulation. For example, the lowd®) conducting a separate analysis for a period without pioive
stratospheric response of GISS-E2-R is similar to but wegdesn  VoIcanic eruptions; and (b) repeating the MLR analysis dlier
that of GISS-E2-H, suggesting that the coupled ocean madefl?79-2005 period with 1-2 years after the two volcanic damst

a factor in producing it. In the case of CESM1-WACCM, staé&xcluded.

lower stratospheric response is more continuous withuldgitout Figure 2 shows corresponding results for the annually aesta
is largest in the tropics. monthly temperature solar regression coefficients, espesis
Because the time period considered here includes two majoe change in Kelvin from solar minimum to maximum (defined
volcanic eruptions (El Chichon in 1982 and Pinatubo in J9Bat above). The individual ensemble mean monthly temperatles s
followed solar maxima in 1980 and 1989, it is possible thaizilregression coefficients are plotted in Figures S8-S13 fer th
lower stratospheric ozone signal in some of the models afreig 6 models. The annual mean results of Figure 2 are not very
1 is affected by aliasing, i.e., lack of complete orthogiwal different from those shown in Paper 1, which used TSI rather
between the solar and volcanic aerosol basis function teries than Mg Il as the solar predictor and which analyzed the full
(Solomon et al. 1996; Lee and Smith 2003). This is especiabyite of CMIP-5 models. Nevertheless, we show them here for
possible if the modeled lower stratospheric chemistry oadyicsss completeness. As seen in the figure, the annual mean temgerat
is overly sensitive to volcanic aerosol effects (e.g., ewkd results resemble the ozone results of Figure 1 since theeozon
heterogeneous ozone losses or radiative heating). Forpgd@amchange contributes significantly to the radiative heatihgnge
Dhomse et al. (2011) applied the SLIMCAT chemical transpoitom solar minimum to maximum in the stratosphere (e.g.yGra
model developed at the University of Leeds (Chipperfield9199et al. 2009). The CESM1-WACCM model produces the largest
2006) to show that the modeled ozone solar response #m thenperature response in the tropical lower stratospheakipg
tropical lower stratosphere is amplified by aliasing frone thnear 1 K) compared to the other models and also produces a
volcanic eruptions because the model overestimates opssed significant response exceeding 1 K above 2 hPa. The GFDL-CM3
during high aerosol loading periods. The extent to whichmalar model produces the least significant results with amplguafe-
aliasing may occur in a version of WACCM (WACCM3.5) without0.5 K near the stratopause at most latitudes while the MRWES

a coupled ocean (forced using observed sea surface temm@sratmodel produces the strongest and most significant temperatu
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response throughout the low-latitude stratosphere, ekogel offsets between different instruments. The longest caotis
K above the 2 hPa level. The two GISS-E2 models produeerecord of stratospheric ozone concentrations by a single
significant temperature response of intermediate am@iftd).5 instrument was obtained by the Stratospheric Aerosol arsl Ga
K) at most levels in the tropical stratosphere. Finally, HROC- Experiment (SAGE) Il, beginning in November of 1984 and
ESM-CHEM model produces a significant upper stratospheeading in August, 2005. The solar occultation measurement
response that is locally larger than 1 K in amplitude and hasechnique employed by SAGE yields a relatively good vettica
weaker response in the lower stratosphere compared to mastesolution approaching 1 km (e.g., McCormick et al. 1989).
the other models. Analyses of these data indicate substantial variations tof 46
Turning to the monthly model ozone and temperature soléiom solar minimum to maximum extending from 5 hPa to
coefficients plotted in Figures S1-S6 and S8-S13, a seasoc@madl above the stratopause at low latitudes (e.g., Souklzareyv
evolution of the solar-induced signal is apparent. In themer Hood 2006; Randel and Wu 2007; Kyrola et al. 2013; Remsberg
hemisphere for all models, the thermal response in the w9p@Rél4; see Figure 3c below). However, due to the sparse sagmpli
stratosphere tends to shift toward higher latitudes, réfieche of the SAGE solar occultation measurements, only annuahmea
reduced solar-zenith angle during that season and the rontggression coefficients can be accurately estimated.

duration of daily solar heating at polar latitudes (midnighn). A second long-term data set with more complete sampling

However, for the models in the top panels of Figures 1 andigy jess continuity and less vertical resolution 8 km) has

with a relatively large upper stratospheric ozone and t€alpeg,| peen constructed at the U.S. Goddard Space Flight Center

response (CESMI1-WACCM, MIROC-ESM-CHEM, and MRly, merging together vertical ozone soundings by a series of

ESM1), there is also a tendency for large negative latiaiding, 5 hackscattered ultraviolet (SBUV) instruments on Blim
ozone and temperature gradients to develop at high lastndée 7 516 1978 to 1990) and subsequent U.S. National Oceanic

winter hemisphere. A similar tendency for temperature@yed ;4 Atmospheric Administration (NOAA) operational sétel

over all high-top models during northern winter was alsa/&hd) . (\icpeters et al. 2013; Kramarova et al. 2013). The data oédai
Figure 7 of paper 1. Averaged over all 4 of the CESM1-WACCM, ihe Nimbus 7 SBUV instrument were at a nearly constant loca

ensemble members, the large negative ozone and temperafiiie \hile data acquired with SBUV/2 instruments on the NOAA

gradients are mainly seen in the southern hemisphere inahthe g,1qjites beginning with NOAA 11 in 1989 were more affected

July but are also present in the northern hemisphere winte2 f by orbital drifts that caused the local time of measuremenaty

of the 4 members (not shown). In the case of the single MIRQGiring many of these missions. In the upper stratospheré (

ESM-CHEM simulation, it occurs in December at high northergp, o above), this can introduce artificial trends sinegetis

latitudes and in July/August at high southern latitudestioth 5 gjgnificant diurnal variation of ozone at these levels. tale

ozone and temperature. The same is true for the single MRIEES ; ... regression (MLR) analyses of the merged SBUV data
simulation. For the latter two models, the negative latitad through 2003 yield a substantial annual mean solar cyclatiam
gradients are noticeably larger in the southern hemisplETr,, . of 3 15 49 at~ 2 hPa and above in the upper stratosphere at low

latitudes (Soukharev and Hood 2006; Tourpali et al. 200%). A
3. Comparisons With Observational Estimates shown in the latter references, seasonal (e.g., northerteméand
31 Ozone summer) mean regression coefficients can also be estimsitegl u

the more densely sampled, merged SBUV data set. However,

Continuous global satellite remote sensing measuremekisas discussed further below, the SBUV results have significan
stratospheric ozone have been obtained since late 1978 (WM®ertainties imposed by the shortness of the data recard (n
2007). These measurements, like those of SSI, are subjecimore than 3.5 solar cycles) and the low vertical resolutibthe
uncertainties including degradation with time and intBbcation individual profile measurements.
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10 L. L. Hood et al.

To allow a more direct comparison with the annually averagestratosphere ~ 4 hPa), the response is a minimum and is
monthly model ozone solar regression coefficients of Fegustatistically insignificant. Positive responses are als@ioed in
1 and the monthly coefficients of Figures S1-S6, the analysie extratropical middle stratosphere and in the lowetcdphere
of Soukharev and Hood (2006) was extended to calculatear 50 hPa. The annually averaged monthly and annual mean
monthly merged SBUV ozone regression coefficients using tbeone solar regression coefficients in Figures 3a,b are only
same MLR model (1) that was applied to the CMIP-5 modeharginally significant in the lower stratosphere. This efiff
data. Specifically, the monthly mean Version 8 merged SBdybm the results of Soukharev and Hood (2006) and Tourpali
ozone profile data set covering 1979-2003 was reanalyzedetoal. (2007), who found apparently significant annual mean
calculate individual monthly solar regression coefficsensing coefficients in much of the lower stratosphere. The reduced
the updated statistical model (1), including the more comdive significance obtained here is probably due to the use ofnaiter
autocorrelation correction described in section 2 and Phpehe basis functions for volcanic aerosol and the QBO, as well as
ENSO basis function in this case is the observed Nifio 3.éxrmdto the more conservative autocorrelation correction. Hene
and the two QBO empirical orthogonal functions are caladat the monthly regression coefficients remain statisticatipificant
from the ERA Interim reanalysis data as described in Paperduring certain months, especially July and August as seen in
The N3.4 time series is lagged by 3 months to account for tRégure S14. Also, analyses of column ozone, which is dorahat
observed delay in the stratospheric response to surfac€DENS/ lower stratospheric ozone, as a function of longitude and
variability (e.g., Hood et al. 2010). The analysis is limlit® theso latitude yield significant solar regression coefficients law
period prior to 2004 to allow direct comparisons with theufts latitudes during the northern summer and winter seasonedHo

of Soukharev and Hood (2006) and Tourpali et al. (2007) and and Soukharev 2012).

avoid any effects of a drift in the NOAA 16 orbit, which began i Comparing the annually averaged monthly SBUV ozone solar

early 2004. regression coefficients of Figure 3a with the correspondiogel

Figure 3a shows the annually averaged SBUV monthly epigpefficients of Figure 1, none of the models appears to yield a
regression coefficients to allow a direct comparison to tieeleh 0ZOne response that agrees to first order with that derived fr
annually averaged coefficients of Figure 1. SpecificallguFe the SBUV observations. None of the models produces a relativ
3a was produced by averaging together the 12 monthly sBUNInimum in the tropical response near 4 hPa, although CESM1-
ozone solar regression coefficients and the corresponttingard WACCM produces a tropical minimum near the 20 hPa level.
deviations at each grid point. The individual monthly SBeV he averaged monthly SBUV coefficients yield maxima near the
solar regression coefficients are plotted in Figure S14rdsipn Stratopause exceeding 6% in the tropics, decreasing 466 at
coefficients and standard deviations at a given grid poineweniddle latitudes, and increasing again to more than 6% 4t hig
calculated from the 25 monthly means over 1979-2003. Figugditudes. None of the models produces a response that rizeedm
3b shows the annual mean SBUV solar regression coefficieRRAr the tropical stratopause with reductions at mididéisu The
obtained by considering each monthly anomaly (monthly fseadrmodels in the top panel of Figure 1 do produce relativelgdar
minus long-term monthly mean) as an independent data polit 2%) 0zone responses in the upper stratosphere but they are
(25 x 12 = 300). The annual mean coefficients of Figurgentered near 4, 3, and 3 hPa, respectively, while the SBUV
3b are more statistically significant than the annually aged response is centered above 1 hPa. The 3 models in the bottom
monthly coefficients of Figure 3a, as would be expected froRnel of Figure 1 produce responses at even lower leveltefeeh
the increased number of data points. In both cases, the p& or below the 10 hPa level).
change in ozone from solar minimum to maximum is largest However, some of the disagreements between Figure 3a and
in the uppermost stratosphere, especially in the tropiad ahRigure 1 may be a consequence of measurement uncertainties.

at high latitudes in both hemispheres. In the tropical naddAlthough the merged SBUV data set is the only available i&cor
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with sufficient sampling and length to allow reasonableneation seen in Figure 4a, the three models in the top panel of Figure 1
705 Of seasonally resolved ozone solar regression coeffigidmtsess yield ozone response profiles that fall well within the &rror
could be an artificial bias in these data toward higher aé&tu bars of the tropical mean SAGE Il solar coefficients. As seen i
Evidence that this may be the case comes from a consideratibgure 4b, the remaining models produce tropical mean upper
of the annual mean solar regression coefficients obtainad fr stratospheric ozone responses that are outside obtleer@r bars
SAGE data, which have much better vertical resolutisnl(km at altitudes above 40 km. Also, the altitude dependenceecfalar
710 VS. ~ 8 km for SBUV). Figure 3c shows the result of an analysiszone response for the latter models differs noticeably ftioat
of Version 6 SAGE Il data (updated from Soukharev and Hoagstimated from the SAGE Il data.
2006) using the improved MLR model (1) and autocorrelation
correction. In agreement with previous analyses (e.g.dBlzand 3.2. Temperature

Wu 2007), the region of minimum tropical response based on

71

13

SAGE data is centered near 10 hRad1 km) while that of Figure continuous global satellite remote sensing measuremehts o
3b based on SBUV data is centered near 4 hP&& km). The aimospheric temperature also began in the late 1970's. perPa
SAGE-derived ozone solar regression coefficients exceedr2§ 1 model temperature solar responses were compared taaéssim
are statistically significant at all levels above 5 hRa36 km) gerived from the three most recent reanalysis meteorabgic

continuing up to at least 0.5 hPa 64 km). On the other hand, gata sets, MERRA, ERA-Interim, and JRA-55 (Mitchell et al.

720 the annual mean SBUV coefficients of Figure 3b exceed 2% inthg14p, in review). As discussed in Paper 1, a maximum solar-

o

tropics only at levels above 2 hPa @2 km). induced temperature response in the reanalyses of sevalkahK
Independent evidence that the ozone 11-year solar regnesss obtained at low latitudes well above the stratopause0(5

coefficients derived from merged SBUV data are underestihathPa), whereas the maximum expected theoretical response is

at levels below 2 hPa in the tropics has also been presentedabput half this amplitude and is centered near the strasgpau

72

a1

Fioletov (2009). He predicted 11-year ozone variationsoat | (Gray et al. 2009). It was therefore suggested that inctkasers
latitudes using the observed ozone response to short-telan sin the reanalyses at levels above 1 hPa where data assimilati
rotational ¢ 27-day) UV variations and then compared the&se poorly constrained by observations may be responsibie fo
projected variations to observed decadal variations ia ff@m the unexpectedly large apparent solar signal. A comparifon
the individual SBUV instruments. It was found (see his Fegurdirect satellite Stratospheric Sounding Unit (SSU) measients

730 12) that the projected variation remained significant down tith reanalysis temperature time series supported theseénte
altitudes as low as 33 km even though no response was ddectéliditchell et al. 2014b, in review).

in the combined SBUV time series. Also, the SBUV data figm Here, we consider specifically temperature and zonal wind
the Nimbus 7 time period (1979-1990) contained an anomblougjata from one of the reanalyses, ERA Interim (Dee et al.

large 11-year variation at altitudes above 44 km comparéhleto 2011), which are publicly available to a level of 1 hPa

73

al

projected variation and to that recorded during later styates.  (http://apps.ecmwf.int/datasets). As described in theekulix,
Accepting the possibility that the actual observed ozora least one source of errors in this data set, step changes in

response extends downward to at least the 5 hPa level irs thper stratospheric temperature occurring near the tifesjor

tropics, the three modeled ozone responses in the top patfgnges in instrumentation or processing of assimilatésm dan

of Figure 1 compare more favorably with the observations. T empirically minimized to produce an “adjusted” ERA limer

74

o

illustrate this, Figure 4 plots tropical (25 to 25N) area- zonal mean temperature data set. Such an empirical mirtioniza
weighted averages of the SAGE Il results from Figure 3c atpmocedure is not generally applicable to other reanalysas, (
series of pressure levels up to 1 hRa 48 km) together witlio MERRA) because step changes were usually replaced with ramp

corresponding averages of the model results of Figure 1. Amctions in the archived data sets.
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Figure 5a shows the annually averaged monthly solat comparable pressure levels, especially when the individ
temperature regression coefficient derived from the agfUERA monthly responses are examined. Specifically, as seenune=3a
data over the 1979-2012 period, expressed as the changévin Kefor the annually averaged SBUV monthly coefficients, maatijn

78

al

from solar minimum to maximum as defined in section 2.4 sFlsgnificant ozone response maxima of order 3% are presemein t
entire available 34-year record is considered rather tmyntbe subtropical lower stratosphere near 50 hPa. These coeficee
1979-2005 period because the results change only sliglstly farmally significant with larger amplitudes (up to 8%) dugiduly
compared to the shorter record and the statistical signifeas and August (Figure S14). Similarly, the ERA Interim monthly
improved. The individual monthly ERA Interim solar tempiewa  coefficients are formally significant with amplitudes0.5 K near

790 regression coefficients are plotted in Figure S15. Figurstehvsso 50 hPa only during June, July, and August (Figure S15).

o

the corresponding annual mean coefficient obtained when allcomparing the annual temperature responses of Figure 5 with
available data points (12 34 = 408) are analyzed. The annuajhe corresponding model responses of Figure 2, it is firshay
mean tropical upper stratospheric response is larger ik Pgfat the three models in the top panel of Figure 2 yield steditly

amplitude ¢ 1.5 K) and is formally significant while the annuallysjgnificant minimum-to-maximum temperature changes in the

79

(3]

averaged monthly response of Figure 5a has a peak amplifdergpical upper stratosphere that are closer in magnitsdeK) to

> 1Kand is only marginally significant. Overall, Figure Sb@@s those obtained from the adjusted ERA data. This is furthewsh
well with previous studies, which analyzed the ERA-40 régsia iy Figure 6, which compares tropical averages of the ERAriimte
data set through 2001 or extensions thereof (e.g., Croak&ealy temperature solar regression coefficients to similar aesraof

2005; Frame and Gray 2010). It also agrees well with an &lterthe model solar coefficients, analogous to the tropical ezon

80

o

analysis of ERA Interim data by Mitchell et al. (2014b, inieav)g,, comparison in Figure 4. None of the models, however, progluce
As shown in their Figure 7, the peak response in the tropicaIsc secondary temperature response maxima at high polardesitu
near 2 hPa and the high-latitude maxima at 1 hPa in Figure §ft are similar to those obtained in the ERA Interim datae Th

extend up to 0.3 hPa{(55 km). observationally estimated maxima are likely to be real bsea

Comparing the annual ERA temperature results of Figuretley are seen in both hemispheres in summer and correspond to
s0s With the annual observational ozone results of Figure 3ersdt similar polar ozone maxima found in SBUV data. An examimatio
similarities are notable. First, in the tropics, the ozoesponse Of Figures S8-S13 shows that most of the models (except GFDL-
is largest in the upper stratosphere (downt@ hPa for SBUV CM3) produce broad maxima in the temperature response fat hig
and down to~ 5 hPa for SAGE) while the temperature respons&/mmer latitudes near the stratopause but the amplitudés tre
is also largest in the tropical upper stratosphere (1 to 3.hPenge of 1.0-1.5 K, which is less than obtained from the riyaisa
s10 Second, at high latitudes near the 1 hPa level, the tempéﬁatﬁata-
response maxima of order 2 K compare favorably with the As also seen in Figures 2 and 6, most of the models (4 of 6)
SBUV ozone response maxima of order 5-6%. A comparis@moduce broad positive responses in the tropical lowetcstphiere
of the monthly ERA temperature results of Figure S15 with the- 50 hPa) that are statistically significant. One of these,/@ES
corresponding SBUV ozone results of Figure S14 shows tRAMCCM, produces localized subtropical response maxima tha
s15 the high-latitude responses of both ozone and temperata= are qualitatively similar to those obtained from the ERAehih
in the summer hemisphere. They are therefore presumablylaia. However, the peak amplitudes in the lower stratogpher
consequence of the enhanced photolytic and radiativeteftédc for CESM1-WACCM (~ 1 K) are nearly a factor of two larger
more continuous solar radiation at reduced solar-zenitllean than those in Figure 5b~( 0.6 K). Also, as seen in Figure S8,
in the polar regions during the summer season. Third, thee monthly model temperature responses in this locatien ar
s20 lower stratospheric subtropical temperature responseimaax significant during most months while, as seen in Figure S15,
agree qualitatively with responses seen in the SBUV dats corresponding observational monthly temperatureoresgs
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near 50 hPa are significant only during NH summer. As sestratosphere during the winter season of each hemispharingd>
in Figure S1, the CESM1-WACCM 11-year ozone response morthern winter, the largest zonal wind response (up to 9 i®/s
the lower stratosphere is large and significant during gealtl obtained during November and December while, during soathe

ses months while, as seen in Figure S14, the observationalijmattd winter, the largest response (up to 15 m/s) is obtained durin

a

tropical ozone response near 50 hPa is significant only giNtos July and August. During some of these months (December, July
summer. As discussed in section 2.4, at least part of therlovand August), the positive zonal wind response at subtrbpica
stratospheric 11-year ozone response in this model may ée duddle latitudes is complemented by a weaker negative respo
to aliasing from the two major volcanic eruptions during 997 at higher latitudes. These results are similar to thoseirdada

g70 2005 if the model ozone chemistry is overly sensitive to &nic  previously by Frame and Gray (2010) using ERA 40 reanalysis
aerosol effects. Consistently, as shown in Figure 4 of Phpaseio data and operational analyses for the 1979-2008 period (see
of a longer time series (1850-2005) to reduce cross-caiwala their Figure 7). The existence of 11-year wintertime zonaldwv
between the predictors results in a weaker lower stratsEpheanomalies in the midlatitude upper stratosphere was fipstrted
response for both high-top and low-top models. Hence, it imsed on rocketsonde data by Kodera and Yamazaki (1990).

g7s unclear whether the CESM1-WACCM CMIP-5 simulations cahater investigations of stratospheric data compiled byfthmer
provide useful constraints on the origin of the solar-iretlitowesis U.S. National Meteorological Center found evidence fomailsir
stratospheric ozone and temperature responses that aveddedynamical response in the southern winter (Hood et al. 1998)
from observations over the 1979-2005 time period. It woulexistence of an upper stratospheric zonal wind responseldo s
be straightforward to investigate this further in futurerlyoas forcing during early winter is a basic element of the top-dow

gso discussed in section 2.4. mechanism for solar induced regional climate change (Koded

o

920 Kuroda 2002; Matthes et al. 2006).

.3.  Zonal Win . . . .
3.3 ona d Because the observationally estimated zonal wind respgnse

The apparent offset errors found in ERA Interim temperattuf’;‘er’nax'murn during NH early winter (November and December)

data in the upper stratosphere should be less problematic "118d SH middle winter (July and August), Figure 7 shows thermea

the derived zonal wind field since the latter depends primariozone’ temperature, and zonal wind responses for theseybart

535 on latitudinal temperature gradients, which are less tieasid? time periods. This figure is intended to illustrate the bas&sonal

sudden steps in mean temperatures. The MLR model (1) v\pfsoendence of the observed solar signal in the stratosphiese

therefore applied to the ERA Interim zonal wind data overarg7 Wintertime positive zonal wind responses in both hemisphere

2012 to obtain the monthly solar regression coefficientguion accompanied by strong negative latitudinal gradientsénodone

Figure S16. Again, we consider the extended time periodltm:aand temperature responses that are centered approxiratéfty

2008 latitude of the zonal wind response.

g90 the results are very similar to those obtained for 1979-

o

the statistical significance is slightly increased. Theresgion
3.4. Seasonal Model Comparisons

coefficients are expressed as the change in the zonal wind in

meters/second from solar minimum to maximum, as defined Finally, we wish to compare in more detail the seasonal ozone

section 2.4. temperature, and zonal wind responses obtained from the 6
gos  As seen in Figure S16, the ERA Interim zonal wind soldrigh-top CMIP-5 models with interactive chemistry (Tab)etd

regression coefficients are only marginally significantimyss the observationally estimated responses of Figure 7. Tha ma

most months but are characterized by a consistent dependenigjective is to determine whether the 3 models in the top lsafe

on season in both hemispheres. Specifically, the largesil zoRigures 1, 2, 4, and 6 that produce substantial upper sptatos

wind changes from solar minimum to maximum are estimatedone and temperature responses also produce a seasonally

900 to occur at northern and southern midlatitudes in the uppstmdependent response of ozone, temperature, and zonal wahd th
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compares favorably with observations. A second object&® riesponse (GFDL-CM3, GISS-E2-H, and GISS-E2-R). Averaging
to identify any specific model simulations that yield the tbhesogether the ensemble and zonal mean ozone, temperatare, an
agreement with the observations. For this purpose, the hfyontzonal wind responses during November-December and July-
solar regression results for zonal wind for each of the Gautiive August for these 3 models yields the mean responses shown in
models of Table | are plotted in Figures S17-S22. Figure 9. Again, no significant latitudinal temperaturep@sse
Prior to considering the 6 interactive models of Table %5 gradients and no significant zonal wind anomalies are prediuc
is useful to consider an ensemble of 3 simulations perform8¥ these models.
by a high-top model without interactive chemistry (MIROC- Next, consider the 3 interactive models of Table | that did
ESM). This model is a version of MIROC-ESM-CHEM butproduce a substantial upper stratospheric ozone and tatoper
without the interactive chemistry module. It differs fronther response (CESM1-WACCM, MIROC-ESM-CHEM, and MRI-
high-top CMIP-5 models without interactive chemistry iratilvo ESM1). Averaging together the ensemble and zonal mean pzone
the ozone variation that was prescribed for this model ditt niemperature, and zonal wind responses during the same time
include a representation of the solar cycle (Watanabe et périods for these 3 models yields the mean responses shown
2011). Like the other CMIP-5 models, this model did howeven Figure 10. For these models, a mean negative latitudinal
impose a solar cycle variation of SSI (the NRL SSI). Thezone gradient is obtained centered on latitudes-of0°N in
model temperature and zonal wind responses thereforeda@viNovember-December and 78 in July-August. Accompanying
an interesting test of whether a realistic 11-year ozon&tian temperature gradients with zero lines centered on abofit 60
in the upper stratosphere is necessary for producing astiealiin both hemispheres are obtained. Corresponding positinalz
thermal and dynamical response in winter. Figure 8 shows tiwind anomalies with amplitudes of 3 m/s in November-
ozone, temperature, and zonal wind changes from solar mmimDecember centered at 60°N and ~ 8 m/s in July-August
to maximum during early northern winter and middle southementered near 4% are obtained, although only the southern
winter in the same format as Figure 7. (These averages waemisphere one is marginally significant. The structurehef t
calculated from the ensemble mean monthly temperature aalithern hemisphere wind signal is similar to that estichate
zonal wind solar regression coefficients plotted in Figus28 from observations in that a weaker negative wind anomaly is
and S24.) It is evident that this model produces no significapresent at higher latitudes. However, the mean amplitudbsth
solar-induced latitudinal gradient in the temperaturepoeses hemispheres are weaker by at least a factor of two than those

and no corresponding positive zonal wind anomalies similastimated from the ERA Interim data in Figure 7.

to those seen in Figure 7 even though a solar cycle SSI| astly, Figure 11 shows a similar plot for the interactivedab
variation (but no accompanying ozone variation) was imgosehat produced the strongest and most significant 11-yeponse
It is also interesting to note that there is no significanty®a+ of upper stratospheric ozone, the MRI-ESM1 model (Figues 1
response of lower stratospheric temperature in eitherntitidg),, and 2c). Only one historical simulation was completed fas th
or MIROC-ESM-CHEM (Figure 2b) caused by aliasing from thgnhodel so there is no guarantee that the results are repatisent
two major volcanic eruptions during 1979-2005. Apparerttie  of those for an ensemble mean. Nevertheless, we show them to
volcanic aerosol effects on ozone chemistry, radiativéihgaand jjlustrate that a larger response in the northern hemispher
dynamics in this model are reduced in comparison to those {@ssible in at least some simulations. As seen in the fighee, t
some other models (e.g., CESM1-WACCM) so that little o5, 0)@pper stratospheric zonal wind anomaly is marginally sigant
aliasing occurred. with an amplitude of~ 6 m/s and is centered near0close to
Next, consider the 3 interactive models of Table | that dithe stratopause. For comparison, the corresponding ciseral
not produce a substantial upper stratospheric ozone resparonal wind anomaly has an amplitude-of7 m/s and is centered

and produced a relatively weak upper stratospheric terhpera near 30N (Figure 5c¢). The model positive zonal wind anomaly
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1020 in the southern hemisphere in July-August is formally digant that are difficult to reconcile with available observations
with a peak amplitude of 8 m/s near 2 hPa, which comparesddiawever, the latter three models do, in effect, provide aakble
marginally significant anomaly derived from the ERA datawét baseline or set of control runs against which results forttinee
peak amplitude of 13 m/s near the stratopause. models with a substantial upper stratospheric responsebean

compared.

4. Summary and Discussion i _ _ o
As discussed in section 2.2, there are some significant

1025 A prerequisite for a successful model simulation of thetogogslifferences in the radiation and photolysis codes for thesidels
down component of solar-induced climate change is that tHtat could potentially explain why only three of the models
model should produce an upper stratospheric response ngpz®roduce substantial 11-year upper stratospheric ozornatioas
temperature, and zonal wind to 11-year solar forcing thetemyat that agree with observational estimates. In the case of KeLE
least to first order with available observations (Koderakmbda CM3 model, which produced the weakest 11-year ozone vaniati

1030 2002; Matthes et al. 2006; Yukimoto and Kodera 2007; ¥wc most altitudes in the stratosphere, the applied phaolygse
et al. 2013). Since continuous global satellite measurésneh calculation scheme appears to have been designed mainly for
stratospheric ozone and temperature began in 1979 andthimcelropospheric applications and could therefore have ochi@e
CMIP-5 model simulations cover the period up to 2005, thisigt Photolysis. In the case of the two GISS-E2 models, the weak
has focused on the 1979-2005 period for detailed comparisdrl-year upper stratospheric ozone variation could patiytbe

1035 of solar signals in CMIP-5 models with available observasfés caused by omissions of Cabsorption in the radiation code and
Only the 6 models with high tops and interactive ozone cheeynis the SRB contribution to @ dissociation in the photolysis rate
were considered (Table 1). The Mg Il solar UV index, derive§ode. The three models with substantial upper stratospbeone
from satellite SSI data, was adopted as the solar prediator V@riations have fewer issues overall, although WACCM ats@®
basis function in the MLR analysis (rather than TSI as done ffe absorption below 65 km and MIROC-ESM-CHEM omits

1040 Paper 1) because it is available for this particular timeopearigeo water vapor photolysis. These deficiencies could potéytiead
produces larger and more statistically significant solgression t0 some overestimation of the upper stratospheric ozopense.
coefficients in stratospheric ozone data (e.g., Figure S7). The MRI-ESM1 model has no obvious omissions that would

In section 2.4, it was found that three of the six modeRffect the solar-induced ozone variation in the upper asztere.
in Table | (CESM1-WACCM, MIROC-ESM-CHEM, and MRI-  As found in section 3.3, in agreement with previous studies,

1045 ESM1) produce substantial solar-induced responses ofeszdhe observationally estimated zonal wind response to ht-ye
and temperature in the upper stratosphere (Figures 1 and s®)ar forcing, although only marginally significant, is aximum
This result was based on MLR analyses over 1979-2005 ofddring NH early winter (November and December) and during
ensemble members for CESM1-WACCM, 1 member each f&H middle winter (July and August). These zonal wind anoesali
MIROC-ESM-CHEM and MRI-ESM1, and 5 members each faare accompanied by negative latitudinal gradients in thenez

1050 GFDL-CM3, GISS-E2-H, and GISS-E2-R. As found in sectienand temperature responses during the same months in bdgrwin
3.1 and 3.2, the observationally estimated annually aesrachemispheres (Figure 7). Therefore, in section 3.4, a mdwled
monthly ozone and temperature solar regression coefficfent comparison of the ozone, temperature, and zonal wind reggon
the period after 1979 (Figures 3 to 6) compare favorably with from the 6 selected high-top models with the observatignall
corresponding coefficients for CESM1-WACCM, MIROC-ESM-estimated responses was carried out. It was first found (&igu

10s5s CHEM, and MRI-ESML1 in the upper stratosphere, espagcial8) that three simulations using a version of MIROC-ESM-CHEM
when uncertainties in the observational estimates arentate with no interactive chemistry and no representation of thlars
account. The remaining three models (GFDL-CM3, GISS-E2-ldycle in its prescribed ozone variation produce no signitica
and GISS-E2-R) yield much weaker upper stratospheric resggo negative latitudinal temperature gradients or positiveatavind

(© 2013 Royal Meteorological Society Prepared usingjjrms4.cls



1100

1105

1110

1115

1120

1125

1130

1135

16 L. L. Hood et al.

anomalies in either winter hemisphere, even though a soBEMs to produce an amplitude of the solar-induced polartnigh
cycle variation of SSI (the NRL SSI model) was imposedoijet oscillation that is as large as estimated from obseamatis
the model. This shows that such a model with no significarglated to a failure to realistically produce interannuadiability

11-year stratospheric ozone variation and a conservatiye $ the polar night jet amplitude.

variation is not able to produce a realistic upper strateBph  The negative latitudinal ozone response gradients in the
seasonal response. The three interactive chemistry mahils \yinter high-latitude upper stratosphere that are found dthb

did not produce a significant annually averaged responsppE(s observations (Figure 7) and model simulations (e.g., Eigur
stratospheric ozone and only a weak temperature resposse &b, 11, S2k) are too strong to be due to the decrease with
yielded no significant seasonal response in either hemisphgcreasing latitude of the solar UV-induced ozone produrcti
(Figure 9). The three interactive models that did produceially rate. Instead, they are probably dynamical in origin sireyt
averaged ozone and upper stratospheric responses ag®@Biefy are associated with positive zonal wind anomalies. It isketyt
order with observational constraints yielded a strongentsioegds, that direct dynamical transport of ozone itself plays a role
upper stratospheric seasonal response in both hemisphefggause the ozone chemical lifetime in the upper stratosphe
especially in the southern hemisphere in July and Augugu(®i is much shorter than dynamical timescales. Rather it is more
10). The multi-model mean zonal wind response for theseethiigely that ozone is responding photochemically to dynaathyc
models in November and December has an amplitude of omijuced changes in temperature and/or other minor species
3 m/s and is not statistically significant. But some simoladis concentrations that affect the ozone balance. The temperat
using these three models do produce a relatively stronglzoBanges seen in both observations and models have the same
wind response during northern early winter that is conststesign as the ozone changes, which is inconsistent with teatyrer
with observational estimates. In particular, the singlelM#8M1  feedback effects on ozone photochemistry (temperatureases
model simulation produces a mean zonal wind anomaly-of ajone result in ozone decreases, and vice versa in the upper
8 m/s during November and December (Figure 11). Several §fatosphere). Therefore, dynamically induced changesifior

the CESM1-WACCM simulations also produced a large positiéhecies concentrations that are important for ozone dataly
wind anomaly during this season, although the ensemble mggéses may be implicated. For example, odd nitrogen has a
amplitude was much less. Further simulations using the MRdhotochemical lifetime near the stratopause 1 month) that
ESM1 model are needed to test whether the stronger northgffmuch longer than dynamical timescales (e.g., Brassedr an
winter zonal wind anomalies are a robust feature of this fQdgolomon 2005). Hence, a transport-induced increase in the

for a conservative SSI variation. latitudinal gradient of odd nitrogen in the upper strataseh

The model ozone and temperature response gradients anduiier solar maximum conditions would contribute to the tiega
corresponding zonal wind anomalies of Figures 10 and 11rocé@fitudinal gradient in the ozone response for both modals a
at somewhat higher latitudes than those that are estimeted f Observations. More detailed diagnostic analysis of the Rl
observations (Figure 7). This difference has also beentiipf@odel data is needed to test whether this process or others ar
previously by Kodera et al. (2003) and may be related to &molved.
overall tendency for general circulation models to simeikapolar Regardless of the exact origin of the negative latitudinal
night jet that is centered at a higher latitude than is oleskrv ozone response gradients, it is clear that they would assist
For example, the climatological polar night jet at the sipatuse amplifying the zonal wind response. A strong negativeudtital
(~ 1 hPa) calculated from the ERA Interim data in Decemhes tzone gradient will radiatively enhance the negative Uditital
centered at a latitude between®4&nd 50 N. In contrast, most temperature gradient, which, by thermal wind balance, doul
GCMs produce a night jet during this month that is centered neamplify the zonal wind anomaly. This could therefore repres

60° N. Kodera et al. (2003) have also argued that the inability af positive feedback mechanism for producing a stronger ruppe
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stratospheric dynamical response than expected for melolgis empirical procedure is applied to adjust the data to minémiz
1180 impose a conservative 11-year SSI variation. In any case, the offsets. The data were obtained at levels ranging from

results of Figures 1, 2, 4, 6, 8, 9, 10, and 11 support the vild0O to 1 hPa (the highest level available for public access)

that models with high tops, interactive ozone chemistrg am from the European Centre for Medium-Range Weather Forgcast

capability to simulate substantial ozone responses in gdpeu (http://apps.ecmwf.int/datasets).

stratosphere are better able to produce a strong uppessgiretric  The top panel of Figure A1 compares deseasonalized anamalie
uss dynamical response. Such a dynamical response can, irfleadh, (deviations from the long-term monthly means) of ERA Interi

to significant troposphere-ocean signals in coupled madeihe temperature data at the highest available level (1 hPapgedr

top-down mechanism (e.g., Yukimoto and Kodera 2007). 125 over low latitudes (35S to 35 N) to the Mg Il solar UV index over

the 1979-2012 period. Large offsets occur at several poirttse
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Solar Signals in CMIP-5

Model Ensemble | # of Vertical Horizontal QBO? Reference
Members | Bands | Resolution*| Resolution
CESM1-WACCM 4 19 2-3 km 1.9 x 2.5 Nudged Marsh et al. 2013
MIROC-ESM-CHEM 1 23 ~1.1km | 2.8 x 2.8° | Spontaneousg Watanabe et al. 2011
MRI-ESM1 1 22 ~ 2.5km ~1.1° None Yukimoto et al. 2010
GFDL-CM3 5 18 2-3km ~ 2° None Donner et al. 2011
GISS-E2-H 5 6 ~ 2 km 2° x 2.5° None Shindell et al. 2013
GISS-E2-R 5 6 ~ 2km 2° x 2.5° None Shindell et al. 2013

* Value in the upper stratosphere near 40 km altitude.

Table 1: High-Top CMIP-5 Models With Interactive Chemistry

© 2013 Royal Meteorological Society
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Figure 1. Annual and zonal mean ozone per cent change (max - min) over the 1979-2005
period for the 6 high-top models with interactive chemistry (see the text). Dark (light)
shading indicates statistical significance at the 2 (1) sigma level. The contour interval is 1%.
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Figure 2. Same format as Figure 1 but for the annual and zonal mean temperature change
(max - min) over the 1979-2005 period.
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Figure 3. (a) Annually averaged monthly ozone change (max - min) for the Version 8
merged SBUV ozone data over the 1979-2003 period; (b) Same as (a) but for the annual
mean ozone change; (c ) Annual mean ozone change for the Version 6 SAGE Il data set over
the 1985-2005 period.
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Figure 4. Comparison of tropical (25°S to 25°N) averages of SAGE Il annual mean ozone
solar regression coefficients (solid circles with 2o error bars) with similar averages of the
annually averaged model solar regression results of Figure 1. The top panel (a) is for the three
models with a substantial upper stratospheric ozone response while the bottom panel (b) is for
the remaining three models.
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Figure 5. (a) Annually averaged monthly temperature change (max - min) over the 1979-
2012 period for the ERA Interim reanalysis data set after adjustments for offset step changes
in the upper stratosphere; (b) Same as (a) but for the annual mean temperature change with
each monthly temperature anomaly considered as an independent data point.
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(a) is for the three models with a substantial upper stratospheric ozone response while the
bottom panel (b) is for the remaining three models.
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Figure 7. Observationally estimated solar cycle change (max - min) in zonal mean ozone,
temperature, and zonal wind during early northern winter (top panel) and middle southern
winter (bottom panel). See the text. The contour interval is 1% for ozone, 0.5 K for

temperature, and 1 m/s for zonal wind.
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Figure 8. Solar cycle change (max - min) in zonal mean temperature and zonal wind during
early northern winter (top panel) and middle southern winter (bottom panel) for the MIROC-
ESM model (mean of 3 ensemble members) over the 1979-2005 period. This model used a
prescribed ozone database that did not include a representation of the solar cycle. The
contour interval is 0.5 K for temperature, and 1 /s for zonal wind.
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Figure 9. Mean solar cycle change (max - min) in zonal mean ozone, temperature, and zonal
wind during early northern winter (top panel) and middle southern winter (bottom panel) for
the three interactive chemistry models with relatively weak upper stratospheric ozone
responses (GFDL-CM3, GISS-E2-H, and GISS-E2-R). The contour interval is 1% for ozone,
0.5 K for temperature, and 1 m/s for zonal wind.
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Figure 10. As in Figure 9 but for the three interactive chemistry models with relatively
strong upper stratospheric ozone responses (CESM1-WACCM, MIROC-ESM-CHEM, and
MRI-ESM1).
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Figure 11. As in Figures 9 and 10 but for the single MRI-ESM1 simulation over the 1979-
2005 period.



[ (a) ERA Interim 1 hPa Temperature
- 35°S — 35°N Anomalies

~~~~~~~~

T

I

.
]

6.0% 6.0 h

N
=]

AT N TR e A N
1980 1984 1988 1992 1986 2000 2004 2008 2012

Core/Wing Ratio
)
-

(a) ERA Interim 1 hPa Temperature
35°S — 35°N Anomalies (adjusted)

6.0% 6.0% Y

N
o
|
|

AT N TR e A N
1980 1984 1988 1992 1986 2000 2004 2008 2012

Core/Wing Ratio
)
-
1

Figure Al. Top panel: (a) Area-weighted average over low latitudes of the ERA Interim
1 hPa monthly temperature anomalies (deviations from long-term monthly means); (b)
The Mg Il core-to-wing ratio solar UV index. Bottom Panel: Same format as top panel
but after offset adjustments are applied to the data (see the text).
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