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1. INTRODUCTION
Weather-sensitive business operations are often

reactive to short-range, local conditions due to unavail-
ability of appropriate predicted data at this temporal and
spatial scale.  This situation is commonplace in a number
of applications, some of which address either planning
for or response to hazards or disasters.  These include
but are not limited to transportation, agriculture, energy,
insurance, entertainment, construction, communications
and emergency management.  Typically, what optimiza-
tion that is applied to these processes to enable proac-
tive efforts utilize either historical weather data as a
predictor of trends or the results of synoptic- to meso-β-
scale weather models.  This time range is typically
beyond what is feasible with modern nowcasting tech-
niques.  Hence, near-real-time assessment of observa-
tions of current weather conditions may have the
appropriate geographic locality, but by its very nature is
only directly suitable for reactive response.

Alternatively, meso-γ-scale (cloud-scale) numerical
weather models operating at higher resolution in space
and time with more detailed physics has shown "prom-
ise" for many years as a potential enabler of proactive
decision making for both economic and societal value.
They may offer greater precision and accuracy within a
limited geographic region for problems with short-term
weather sensitivity.   In principle, such forecasts can be
used for competitive advantage or to improve operational
efficiency and safety by enhancing both the quality and
lead time of such information.   In particular, they appear
to be well suited toward improving economic and safety
factors of concern for transportation applications of inter-
est to state and local highway administrations and airport
terminal operators.  They are also relevant to other state
and local agencies responsible for emergency manage-
ment due to the effects of severe weather.  Among oth-
ers, such factors relate to routine and emergency
planning for snow (e.g., removal, crew and equipment
deployment, selection of deicing material), road repair,
maintenance and construction, repair of downed power
lines and trees along roads due to severe winds, evacu-
ation from and other precautions for areas of potential
flooding, etc.  Among others, such factors relate to rou-
tine and emergency planning for snow (e.g., removal,
crew and equipment deployment, selection of deicing
material), road repair, maintenance and construction,
repair of downed power lines and trees along roads due
to severe winds, evacuation from and other precautions
for areas of potential flooding, and short-term environ-
mental impact (e.g., Changnon, 2003 and Dutton, 2002).
 However, a number of open questions exist (e.g.,
Mass et al, 2002; Gall and Shapiro, 2000, de Elía and
Laprise, 2003).  For example, can both business and
meteorological value be demonstrated beyond physical
realism that such models clearly provide?  Such “real-
ism” is based upon the generation of small-scale fea-
tures not present in background fields used for initial and
boundary conditions.  Further, can a practical and usable
system be implemented at reasonable cost?

To begin to address these issues, a prototype sys-
tem, dubbed "Deep Thunder", was first implemented for
the New York City metropolitan area.  Later, it was
extended via customizations for applications to specific
weather-sensitive decision making problems and for
forecasting in other metropolitan areas in the United
States.  The operational forecasts produced by this sys-
tem are in evaluation with respect to their effectiveness
for these applications.

2. FORECAST MODEL DESCRIPTION
The model used for this effort is non-hydrostatic with

a terrain-following coordinate system and includes inter-
active, nested grids.  It is a highly modified version of the
Regional Atmospheric Modeling System or RAMS
(Pielke et al, 1992), which is derived from earlier work
supporting the 1996 Centennial Olympic Games in
Atlanta (Snook et al, 1998).  Typically for operational pur-
poses, a 3-way nested configuration is utilized via ste-
reographic projection in a 4:1 spatial and temporal
resolution ratio.  For the initial configuration focused on
New York City, each nest is a 62 x 62 grid at 16, 4 and 1
km resolution, respectively (i.e., 976 x 976 km2, 244 x
244 km2 and 61 x 61 km2).  For the other three geo-
graphic areas, the three-way nests are 66 x 66 at 32, 8
and 2 km resolution, respectively.  All of the operational
domains are illustrated in Figure 1.  The specific loca-
tions of the various configurations were chosen to
include the major airports operating in the particular met-
ropolitan area within the highest-resolution (1 or 2 km)
nest as well as to have good coverage for a number of
other weather-sensitive applications in each geographic
region.  

Figure 1.  Model Nesting Configurations.
Figure 1 places all of the forecast domains in a geo-

graphic context, which shows a map of the eastern two-
thirds of the continental United States.  On the map are
three regions associated with each of the four aforemen-
tioned metropolitan areas.  They correspond to the triply
nested, multiple resolution forecasting domains used to
produce each high-resolution weather forecast.  The
outer nests are in gray, the intermediate nests are in
magenta and the inner nests are in white.

The model configuration includes full bulk cloud
microphysics (e.g., liquid and ice) for all nests to enable
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explicit prediction of precipitation, and hence, does not
utilize any cumulus parameterization.  The three nests
employ 48, 12 and 3 second time steps, respectively for
New York and 100, 25, 6.25 second time steps, respec-
tively for the other areas.  The time steps were chosen to
ensure computational stability and to also accommodate
strong vertical motions that can occur during modelling
of severe convection.  Each nest employs the same ver-
tical grid using 31 stretched levels with the lowest level at
48 m above the ground, a minimum vertical grid spacing
of 100 m, a stretch factor of 1.12 and a maximum grid
spacing of 1000 m.  At the present time, two 24-hour
forecasts are produced daily, for each region, typically
initiated at 0Z and 12Z or 6Z and 18Z.  The 24-hour inte-
gration is done for all three nests.  Additional runs are
scheduled with initialization at other times either on-
demand or during interesting weather events.

Currently, the data for both boundary and initial con-
ditions for each model execution are derived from the
North American Model (NAM, formerly known as Eta)
operated by the United States National Centers for Envi-
ronmental Prediction (NCEP), which covers all of North
America and surrounding oceans at 12 km resolution
and 60 vertical levels.  These data are made available
via the United States National Weather Service (NWS)
NOAAport data transmission system in a number of for-
mats and resolutions for the continental United States in
a Lambert-Conformal projection.  In addition, the model
lateral boundaries are nudged every three hours, using
these data.  Static surface coverage data sets provided
by the United States Geological Survey at 30-second
resolution are used to characterize topography and veg-
etation coverage.  Similar but lower-resolution data are
used to define land use and coverage (at 10-minute res-
olution) and sea surface temperature (one-degree reso-
lution).  The latter is updated to use data corresponding
to the particular month in which the forecast is made.
The static and dynamic data are processed via an isen-
tropic analysis package to generate three-dimensional
data on the model nested grids for direct utilization by
the modelling code.    

3. ARCHITECTURE AND IMPLEMENTATION
This effort began with building a capability sufficient

for operational use for the New York City metropolitan
area.  In particular, the goal is to provide weather fore-
casts at a level of precision and fast enough to address
specific business problems.  Hence, the focus has been
on high-performance computing, visualization, and auto-
mation while designing, evaluating and optimizing an
integrated system that includes receiving and processing
data, modelling, and post-processing analysis and dis-
semination.  

Part of the rationale for this focus is practicality.
Given the time-critical nature of weather-sensitive busi-
ness decisions, if the weather prediction can not be com-
pleted fast enough, then it has no value.  Such predictive
simulations need to be completed at least an order of
magnitude faster than real-time.  But rapid computation
is insufficient if the results can not be easily and quickly
utilized.  Thus, a variety of fixed and highly interactive
flexible visualizations have also been implemented.
They range from techniques to enable more effective
analysis to strategies focused on the applications of the
forecasts.  The focus is on nested 24-hour forecasts,
which are typically updated twice daily.  In 2004, the sys-
tem was extended to provide forecasts for the Chicago,
Baltimore/Washington and Kansas City metropolitan
areas at 2 km resolution as outlined in Figure 1.  In 2005,
extensions were made to enable experimental forecasts
for the San Diego metropolitan area to 1 km resolution
and the Miami-Fort Lauderdale area to 1.5 km resolution.
The former uses a nest configuration similar to the one

used for the New York forecasts.  The Florida configura-
tion uses three 74 x 74 nests at 24, 6 and 1.5 km resolu-
tion, respectively.  All of the processing, modelling and
visualization are completed in 30 to 60 minutes on rela-
tively modest hardware to enable sufficiently timely dis-
semination of forecast products at reasonable cost.

With such goals, the system has also evolved from
its initial implementation.  Hence, the discussion herein
outlines the current approach, whose components are
shown schematically in Figure 2, and are described
below from left to right. 

Figure 2.  Deep Thunder Architecture.

3.1 Data
The NOAAport system provides a number of differ-

ent data sources as disseminated by the NWS.  These
include in situ and remotely sensed observations used
currently for forecast verification as well as the afore-
mentioned NAM data for model boundary and initial con-
ditions.  For the Deep Thunder system, a four-channel
facility manufactured by Planetary Data, Incorporated, is
utilized, which was initially installed at the IBM Thomas J.
Watson Research Center in 2000.  It has gone through a
succession of upgrades to accommodate newer com-
puter systems and the migration of the satellite broad-
casts to DVB-S technology. 

Figure 3.  Deep Thunder Hardware Environment.
The NOAAport and other hardware that supports

this project is shown in Figure 3.  This NOAAport
receiver system, based upon Linux, has a very flexible
design, enabling the type of customization and integra-
tion necessary to satisfy the project goals.  The various
files transmitted via NOAAport are converted into con-
ventional files in Unix filesystems in their native format,
accessible via NFS mounting on other hardware sys-
tems via a private gigabit ethernet.



3.2 Pre-Processing
The pre-processing consists of two parts.  The first

is essential ly a parsing of the data received via
NOAAport into usable formats to be used by the second
part -- analysis and visualization.  Specialized processing
and analysis has been implemented to assure quality
control and appropriate utilization of these data in the
model pre-processing.  The details concerning this
approach, support of NAM data in GRIB-1 and GRIB-2
formats and related issues are discussed in Treinish et
al, 2005.  However, the data and procedural flow of these
processes is outlined in Figure 4.  Most of them run seri-
ally on, although compiler-optimized for IBM Power or
Intel Xeon processors.  Other aspects related to forecast
verification and product visualization are discussed in
subsequent sections.

Figure 4.  Pre-Processing Procedural and Data Flow.

3.3 Processing
To enable timely execution of the forecast models,

which is required for operations, the simulation is paral-
lelized on an high-performance computing system.  For
this effort, an IBM RS/6000 Scalable Power Parallel (SP)
and an IBM pSeries Cluster 1600 are employed.  Both
are from earlier generations of IBM supercomputer sys-
tems, which are in common use at many operational
centers for numerical weather prediction or have been
upgraded with newer IBM systems built with a similar
architecture.  These and the current generation are dis-
tributed memory MIMD computers, typically consisting of
two to 512 processor nodes, that communicate via a pro-
prietary, high-speed, multi-stage, low-latency intercon-
nect.  Depending on the flavor of the system, each node
has an SMP configuration of two to 64 processors.  The
older Power3-based systems only supported up to 16-
way nodes while current Power5 systems support up to
64-way nodes.  In the current implementation for the
Deep Thunder effort, the SP has eleven nodes of four
375 MHz Power3 processors and one node of eight 222
MHz Power3 processors.  The Cluster 1600 has five
nodes of four 1.7 GHz Power4 processors and one node
with two 1.2 GHz Power4 processors.  The latter has a
faster interconnect compared to the older SP.  Both sys-
tems are shown in Figure 3.  

Figure 5.  Processing Procedural and Data Flow.
The modelling software is parallelized using the

Scalable Modelling System/Nearest-Neighbor Tool
described by Edwards et al (1997) for single model
domains.  It has been extended to support multiple nests
for the current operational efforts.  The modelling domain
for all nests is spatially decomposed for each processor
to be utilized, which is mapped to an MPI task.  Within
each node, there are four MPI tasks, which communicate
via shared memory.  The interconnect fabric enables
communications between nodes.  None of these tasks
do I/O.  Instead an additional processor is utilized to col-
lect results from the MPI tasks and perform disk output
asynchronously.  This enables an efficient utilization of
the platform for the modelling code.  For current opera-
tions, forty-two 375 MHz processors (eleven nodes) are
used for computing and a single 222 MHz cpu of the
remaining node is used for I/O on the SP.  Similarly,
twenty 1.7 GHz processors (five nodes) are used for
computing and a single 1.2 GHz cpu for I/O are used on
the Cluster 1600.  On average, the latter system has
about 1.7 times the throughput of the older, much larger
SP system.  A typical model run with the 32, 8 and 2 km
configuration on the Power4 Cluster 1600 system
requires about 30 to 40 minutes to complete a 24-hour
forecast.  This variation is due to the relative dominance
of radiative vs. microphysics calculations, respectively
for a particular run.  The data and procedural flow of
these processes is outlined in Figure 5.

3.4 Post-Processing
Post-processing essentially operates on the raw

model output to provide useful products.  There are sev-
eral aspects of post-processing, the most important of
which is visualization, as suggested earlier.  Since large
volumes of data are produced, which are used for a
number of applications, the use of traditional graphical
representations of data for forecasters can be burden-
some.  Alternative methods are developed from a per-
spective of understanding how the weather forecasts are
to be used in order to create task-specific designs.  In
many cases, a "natural" coordinate system is used to
provide a context for three-dimensional analysis, viewing
and interaction.  These visualizations provide represen-
tations of the state of the atmosphere, registered with rel-
evant terrain and polit ical boundary maps.  This
approach for Deep Thunder and details of its implemen-
tation are discussed in Treinish, 2001.

To enable timely availability of the visualizations, the
parallel computing system used for the model execution
is also utilized for post-processing.  This approach is out-



lined schematically in Figure 6.  Two types of output data
are generated by the model.  The first, is a comprehen-
sive set of variables at hourly resolution (analysis) files
for each nest, which are further processed to generate
derived products and interpolated to isobaric levels from
the model terrain-following coordinates.

Figure 6.  Visualization Post-Processing Procedural
and Data Flow.

The second output is a subset of variables relevant
to the applications of the model output produced every
10 minutes of forecast time.  The finer temporal spacing
is required to better match the model time step in all
nests as well as to capture salient features being simu-
lated at the higher resolutions.  A subset is chosen to
minimize the impact of I/O on the processing throughput.
These browse files are also generated to enable visual-
ization of model results during execution for quality con-
trol and simulation tracking.

Two classes of visualizations are provided as part of
the Deep Thunder system.  The first is a suite of highly
interactive applications utilizing the workstation hardware
shown in Figure 3, including ultra-high-resolution and
multi-panel displays (Treinish, 2001).  

The second is a set of web-based visualizations,
which are generated automatically after each model exe-
cution via a set of hierarchical scripts (Treinish, 2002).
That work is also illustrated schematically in Figure 6.
The processes to create individual products (i.e., image
or animation files) are split up among the available
nodes to run simultaneously.  This simple parallelism,
including intranode parallelism, enables the independent
generation of various products for placement on a web
server to be completed in a few minutes.

An approach similar to that used for visualization is
employed for forecast verification.  After each model run,
the results of all three nests combined in a multi-resolu-
tion structure (Treinish, 2000) are bilinearly interpolated
to the locations of the NWS observing (e.g., metar) sta-
tions, whose data are available through the NOAAport
receiver.  The same approach is applied to the locations
of surface observation data acquired from other sources,
including the small mesonet operated as part of the
Deep Thunder project.  An analogous process is applied
to each NAM grid as part of the automated pre-process-
ing.  After the observations corresponding to each model
run become available, a verification process is initiated in
which these spatially interpolated results are statistically
analyzed and compared to parsed and quality-control-
checked surface observations.  This yields a set of eval-
uation tables and statistical summaries as well as visual-
izations for each model run.  In addition, similar results
from an aggregation of all model runs during the previ-
ous week are also calculated.  The visualizations are

provided on web pages in a manner similar to those gen-
erated from the model output.  The details of this
approach and examples are discussed in Praino et al,
2003.

3.5 Integration
All of the components are operated by a master

script, implemented in the Perl scripting language.
Model executions are set up via a simple spreadsheet
identifying basic run characteristics such as start time,
length, location, resolution, etc.  A Unix crontab is used
to initiate the script.  In addition to bookkeeping and qual-
ity control and logging, it polls input data availability
whose arrival via the NOAAport is variable, does all the
necessary pre-processing steps, initiates the parallel
modelling job and then launches the parallel visualization
post-processing.

Figure 7.  Radar Reflectivity (Top) and Precipitation
(Bottom) at 1002Z, 8 September 2004 (Hurricane
Frances in the New York City Metropolitan Area).



4. EXAMPLE RESULTS
To illustrate some of the range of capabilities that

have been implemented, a few visualization products
that Deep Thunder can generate automatically are
shown herein.  These are shown in the context of opera-
tional forecasts of two interesting weather events that
had significant economic and societal impact, primarily
on transportation systems.

4.1 Extratropical Event
Early in the morning of 8 September 2004, the rem-

nants of Hurricane Frances moved into the New York
City metropolitan area.  The heaviest rainfall occurred in
an area stretching from northeastern New Jersey
through central Westchester County, NY.  Amounts
ranged from 2.5 to 15 cm, which caused extensive flash
flooding across the region.  This led to widespread dis-

ruption of transportation systems (e.g., road closures,
flooded subways, airport delays).  Figure 7 is a snapshot
of local radar observations from the nearby NWS Office
during the event (0602 local time).  Composite reflectivity
is shown at the top and estimated accumulated rainfall
for the event at that time.  One of the rain bands that
deposited significant precipitation is clearly seen.

Figures 8 through 12 show different aspects of the
Deep Thunder model results for a 24-hour forecast for
this event.  It was initialized using 0Z data from that day
and was available at about midnight local time (4Z).  Fig-
ure 8 illustrates predicted accumulated hourly liquid pre-
cipitation as two-dimensional maps for the 4 km and 1
km nests combined in a multi-resolution fashion (Trein-
ish, 2000).  Each panel shows the hourly change in rain-
fall from 9Z to 12Z on September 8, which corresponds
to the period of heavy rainfail (predicted and observed).
A set of colored contour bands following the legend to
Figure 8.  Two-Dimensional Visualization of Predicted Hourly Precipitation from the 4 km and 1 km Nests (Initial-
ized at 0Z) for the Remnants of Hurricane Frances in the New York City Metropolitan Area on 8 September 2004.



the upper left are overlaid with the location of state
boundaries and coastlines (black) and rivers (blue).  With
the exception of Figure 9,  animations of these visualiza-
tions are available through interactive applications or
web browsers.  The former also permit flexible viewing
and data selection to enable customized presentations
(Treinish, 2001).

Figure 9 represents a class of meteogram that is ori-
ented toward interpretation by the non-meterologist.  It
consists of three panels showing surface data and three
panels to illustrate upper air data.  In all cases, the vari-
ables are shown as a function of time interpolated to a
specific location (southern Manhattan in the center of
New York City’s financial district within the 1 km nest).
The upper and middle plots on the left each show two
variables while the rest each show one. The top left plot
presents temperature (blue) and pressure (red). The
middle left panel shows humidity (blue) and total precipi-
tation (red).  Since the precipitation is accumulated
through the model run, the slope of the curve will be
indicative of the predicted rate of precipitation. There-
fore, when the slope is zero, it is not raining (or snowing).
In addition, the model calculations require some time to
"spin-up" the microphysics to enable precipitation.

Hence, there will typically be no precipitation in the first
hour or two of model results. The top right plot illustrates
forecasted winds -- speed (blue) and direction (red). The
wind direction is shown via the arrows that are attached
to the wind speed plot. The arrows indicate the predicted
(compass) direction to which the wind is going. The mid-
dle right plot is a colored log-contour map of forecasted
total (water and ice) cloud water density as a function of
elevation and time. This "cross-sectional" slice can pro-
vide information related to storms, fog, visibility, etc. pre-
dicted at this location.  Portions of the plot in black imply
time or elevations where there are little or no clouds.
Areas in yellow, orange and red imply when and where
the relatively densest clouds are forecasted, following
the color legend on the top of the panel.  The bottom two
panels show upper air winds using some of the same
techniques.  The lower left shows contours of vertical
winds as a function of time and pressure following the
legend above it.  In addition, the zero velocity contour is
shown in blue.  At the lower right, is a contour map of
horizontal wind speed also as a function of time and
pressure.  It is overlaid with arrows (blue) to illustrate the
predicted compass wind direction.  The forecast for this
location shows two significant rain bands, one starting at
Figure 9.  One and Two-Dimensional Visualizations for a Site-Specific (Lower Manhattan) Forecast (Initialized at 
0Z) in the 1 km Nest for the Remnants of Hurricane Frances on 8 September 2004.



about 0545 and the other at about 0730 local time, which
are consistent with the limited available observations for
that area and time.

Figure 10 shows the total accumulated rainfall fore-
casted for the 24-hour model forecast period starting at
0Z (2000 local time, September 7 to 2000, September
8).  Both panels show a terrain map, colored by contour
bands of precipitation, where darker shades of blue indi-
cate heavier accumulations.  The top presents the 4 km
nest while the bottom corresponds to the 1 km nest.  In
both cases, the model orography is used for the terrain.
The maps are marked with the location of major cities or
airports as well as river, coastline and county boundaries
within the 4 km nest.  For the bottom map, major roads
are also shown.

Figure 10.  Forecasted Total Precipitation in the 4 km
(Top) and 1 km (Bottom) Nests for 8 September 2004.

Figure 11.  Forecasted Total Precipitation at 1 km
Resolution on Major Roads for 8 September 2004.

Figures 11 and 12 are examples of the type of highly
specialized visualizations that Deep Thunder can pro-
duce.  Given the flash flooding that occurred along the
streets and highways of the region, agencies responsible
for road maintenance and operations as well as traffic
management can benefit from having the model fore-
casts visualized in relevant terms.  Following the design
and implementation principles published earlier (Trein-
ish, 2001 and Treinish and Praino, 2004), Figure 11 pre-
sents the accumulated rainfall for the 24-hour forecast
from the bottom panel of FIgure 10, interpolated to the
local of major roads.  In particular, the road locations are
extracted from a commercial Geographic Information
System and registered in the same coordinate system as
the native model output.  The interpolated data are
reprojected cartographically to minimize linear distortion,
when rendered and viewed.  The results are then color-
contoured following the legend to the lower left.  In addi-
tion, the forecasted rainfall is shown at specific locations
(i.e., towns, airports and landmarks) on the map, along
with an overlay of coastlines and political boundaries.

The impact of precipitation may not be the only con-
cern for weather-sensitive decisions from a severe
event.  Alternatively, consider Figure 12, which only pre-
sents forecasted wind information within the 1 km nest.
It shows local terrain and water in the model coordinate
system.  Overlaid on the surface, there are colored
arrows indicating predicted winds, with the lighter color
being faster winds according to the legend at the lower
right.  The arrow direction corresponds to the direction to
which the wind is flowing.  In addition, local political
boundaries are overlaid on the map.

The volume is marked with poles at two positions,
one of which (at the right) is the same location as the
site-specific forecast shown in Figure 9.  Using the upper
air model wind data interpolated to 21 isobaric levels, the
horizontal wind is shown via arrows spaced at 50mb
increments vertically along each pole, as a virtual wind
profiler.  Each of these positions are then used as seed
points for calculating wind trajectories based upon the
model output.  These trajectories are visualized as a set
of steady-state stream lines shown as colored ribbons.
The arrows and ribbons are colored by horizontal wind
speed following the same scale as the surface winds.  In
addition, the arrow length corresponds to speed. 

Figure 12.  Forecasted Surface and Upper Winds at 1
km Resolution During Extreme Precipitation Event.

4.2 Severe Convective Event
A fast-moving line of late-afternoon thunderstorms

occurred along Interstate 95 north of Baltimore, Mary-
land between 1600 and 1630 local time (2000 to 2030Z)
on October 16, 2004.  Observers in the area reported
heavy rain, zero visibility and “pea-size hail”.  The
description of the hail suggested that it may have been
graupel, especially given the strong cold front with a



sharp temperature gradient that afternoon.  In contrast,
formation of graupel would have been rather unusual for
this region.

The combination of the “hail”, rain, sun glare and
steam rising off the pavement led to at least 17 multi-car
collisions, involving more than 90 vehicles (cars, trucks
and one bus).  Figure 13 shows some the effects of this
event, which sent about 50 people to hospitals.  There
was widespread disruption of traffic along this heavily
travelled highway, which was closed in both directions
for several hours.  It was the largest multi-vehicle crash
in Maryland history. 

Figure 13.  Vehicle Collisions on Interstate 95, North
of Baltimore, Maryland on 16 October 2004.

Figure 14 is a snapshot of local radar composite
reflectivity from the nearby NWS Office during the event.
A number of convective cells can clearly be seen.  The
particular time (1609 local time) was when the maximum
reflectivity was observed (about 60 dbZ).  In addition, the
radar information suggested “hail” as large as 1.25 cm.

Figure 14.  Radar Reflectivity at 2009Z on 16 October
2004 for the Event that Lead to Traffic Disruption.

Figure 15 shows one aspect of the Deep Thunder
forecast results for this event.  The model was initialized
using 06Z data from that day and was available at about
0600 local time (10Z).  Figure 15 is an example of a qual-
itative, yet comprehensive, three-dimensional visualiza-
tion.  It is part of an animation sequence that was
generated automatically in production for presentation in
a web browser.  Like Figure 10, it shows a terrain map,
colored by a forecast of total precipitation, where darker

shades of blue indicate heavier accumulations. The map
is marked with the location of major cities or airports as
well as river, coastline and county boundaries within the
2 km nest for this model domain focused on the greater
Washington, DC and Baltimore, MD metropolitan areas.
Above the terrain is a forecast of clouds, represented by
a three-dimensional translucent white surface of total
cloud water density (water and ice) at a threshold of 10-4

kg water/kg air.  Within the cloud surface is a translucent
cyan surface of forecast reflectivities at a threshold of 30
dbZ.  This combination is indicative of the line of thunder-
storms associated with strong convection.  

Figure 15.  Three-Dimensional Visualization of
Severe Thunderstorm Forecast (Initialized at 6Z) at 2
km Resolution for Traffic Disrupting Event on 16
October 2004.

5. DISCUSSION
Although the overall system and implementation is

still evolving, the type of products that Deep Thunder can
generate has provided a valuable platform to investigate
a number of practical applications related to decision
support for risk and environmental impact assessment,
especially in response to severe weather events.  To aid
in that evaluation, a number of forecast products have
been made available to several local agencies to assist
in their operational decision making with various
weather-sensitive problems in transportation and emer-
gency response (e.g., Roohr et al, 2006).  In addition,
preliminary analysis of Deep Thunder forecasts for
weather events disrupting local airport operations has
been encouraging (Treinish and Praino, 2005).  For a
number of weather events that affected operational
deployment or scheduling of resources during these
evaluations, approximate societal or economic value has
been determined.  This is in conjunction with more
generic assessment of the forecasts for winter storms,
convective events and extratropical systems (Praino and
Treinish, 2004; Praino and Treinish, 2005; Praino and
Treinish, 2006, respectively).  In particular, consider the
two events outlined above.  

5.1 Extratropical Event
Other forecasts for the morning of September 8,

2004 indicated “showers and a slight chance of thunder-
storms, rain may be heavy at times”.  At 0748 local time,
flash flood watches and warnings were issued through-
out the New York City metropolitan area.  In contrast, the
Deep Thunder forecast showed sufficient rainfall to lead
to flash floods in several parts of the area.  The model
results were available about six hours before the heavy
rain began and about eight hours before the flood
watches and warnings were issued.  When the precipita-
tion forecasts, particularly as shown in Figures 8, 10 and
11, are compared to limited, available observations and
spotter reports, the timing is good.  However, there



appears to be some error in the spatial distribution of the
regions of heaviest rainfall (e.g., a bias to the west of
about 10 km in northern New Jersey).

5.2 Severe Convective Event
Throughout the day, various forecasts for October

16, 2004 in northeastern Maryland indicated “mostly
cloudy with a chance of showers and isolated thunder-
storms”.  Although, the line of thunderstorms started to
develop about two hours before the event, as seen from
local radar observations, there was no significant change
to the local forecasts for the region.  Comparison of the
Deep Thunder results with the radar images shows the
model to be in good agreement in timing, intensity and
spatial distribution with the exception of the southern
portion of the squall line.  Operationally, this forecast pro-
vided approximately a ten-hour lead-time for the event
with initialization data from 14 hours before.  

5.3  Overall Utility
Taken at a regional qualitative scale, the results for

the aforementioned events as well as others studied in
the four distinct geographies are very encouraging with
the model showing significant skill predicting the struc-
ture, distribution and intensity of convective storms.  This
has been especially true for severe or unusual events
compared to other available forecasts.  The model pre-
dictions were often available with considerable lead time
when compared with other forecast data and with the
actual occurrence of the event.  

Biases in the model forecasts in terms of timing and/
or location appeared to be primarily due to phase errors
propagated from inaccurate initial conditions.  This class
of errors has been discussed in the literature, leading to
the suggestion that moving to ensemble solutions is the
preferred approach as opposed to higher resolution
models (e.g., Zhong et al, 2005 and Roebber et al,
2004).

However, the results of the Deep Thunder work to
date does suggest that a higher-resolution deterministic
forecast can help address gaps in available local
weather information for decision-support applications.
Applying the computational resources to enable explicit
microphysics for all nests, which are integrated for the
full forecast period appears to provide realistic informa-
tion that would be lacking in lower-resolution ensemble
forecasts utilizing simpler physics.

On the other hand, the current modelling code is rel-
atively limited compared to newer implementations that
can, for example, consider convective precipitation inde-
pendent of microphysics, more effectively assimilate
observations for improved initial conditions or support
more accurate representations of the planetary boundary
layer.

6. CONCLUSIONS AND FUTURE WORK
The feedback from users coupled with more rigor-

ous verification has raised a number of comments and
issues.  In general, there has been a very favorable view
of the ability of the overall system to provide useful and
timely forecasts of severe weather including convective
events, winter storms, fog and high winds with greater
precision.  The user-driven design of visualization prod-
ucts has enabled effective utilization of the model output.
However, improved throughput is required to enable
more timely access to the forecast products, which need
to cover broader areas at higher resolution. 

This is an on-going effort.  The results to date illus-
trate a practical and useful implementation with automat-
ically generated user-application-oriented forecast

visualizations on the world-wide-web.  But they also
point to several next steps.  These include continuing to
refine the quality of the model results, improving the
degree of automation, developing new methods of visu-
alization and dissemination, and evaluate the relevance
to additional applications.   

For example, the aforementioned experimental fore-
casts for the Miami-Fort Lauderdale area were imple-
mented to evaluate suitability for predictions of local
impact of tropical events.  An example is illustrated in
Figure 16.  It shows the total forecasted precipitation for
Hurricane Wilma on October 24, 2005 similar to that
used for Figure 10.  In this case, the intermediate nest at
6 km resolution, covering southern Florida is shown.
The model was initialized using 0Z data from that day
and was available at about midnight local time (04Z).
Although the total amount of predicted rain has a positive
bias, particularly along the coast of the Gulf of Mexico,
near Fort Myers, the spatial distribution is in reasonable
agreement with available estimates of the actual precipi-
tation as shown in Figure 17.

Figure 16.  Forecasted Total Precipitation in the 6 km
Nest for Hurricane Wilma.

Figure 17.  Total Estimated Radar Precipitation for
Hurricane Wilma.

To aid in the improvement of overall forecast quality,
several steps are planned.  While the ability to leverage
the availability of full-resolution 12 km NAM results on
the AWIPS 218 grid has been implemented within the
current pre-processing tools, additional data such as
daily global sea surface temperature will be used to



improve initial conditions.  In parallel, a modest mesonet
is under construction to provide better temporal and spa-
tial sampling in surface observations to aid in forecast
verification for the New York City metropolitan area.  

Long-term, the viability of the current processing
component is limited.  In addition to gaps in available
modelling capabilities, it is unlikely that further optimiza-
tion of the underlying code for newer computing plat-
forms will be feasible.  Therefore, it is expected that the
customized version of RAMS will be replaced with the
Weather Research and Forecast Model (WRF).  The
WRF model has reached sufficient maturity in recent
months to address some of capabilities of the current
Deep Thunder system  (Michalakes et  al, 2004).  Hence,
the other components of the system will be adapted to
utilize WRF to enable the same class of automated, inte-
grated operations.

The next step after enabling parallel operations with
WRF with comparable results, will then consider the utili-
zation of more sophisticated physics and parameteriza-
tion as well as assimilation of available observations to
improve initial conditions.  Although all of these changes
will result in up to an order of magnitude increase in data
production and processing, the current hardware envi-
ronment does have the capacity to support it.

As these customized capabilities are made available
to assist in weather-sensitive operations, efforts will also
be addressed to determine and apply appropriate met-
rics for measuring economic and societal value, particu-
larly for risk and impact assessment.  These will serve to
provide an evaluation of Deep Thunder that is comple-
mentary to the traditional meteorological verification.
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