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1. INTRODUCTION

The extratropical transition of tropical cyclones (here-
after TCs) can be a particularly complex process (e.g.
DiMego and Bosart 1982; Harr and Elsberry 2000; Klein
et al. 2000; Jones et al. 2003). As a general outline,
however, as they progress northward they undergo what
Klein et al. (2002) refer to as the transformation stage,
which involves the loss of axisymmetry, an upper-level
warm core, and other characteristics. However, if the TC
remnant is able to interact with an upper-level system, a
reintensification stage may then occur, and the system
may become a potent extratropical cyclone.

In order to learn more about the reintensification
stage, an idealized study was performed using the An
idealized modeling study (Ritchie and Elsberry 2003) was
performed using the COAMPS R© regional model1. A se-
ries of simulations was performed, each containing a low-
level TC-like vortex and an upper-level trough of various
strengths. It was found that, whereas the trough-induced
minimum sea level pressure (SLP) was dependent on the
strength of the trough, the minimum SLP of the reintensi-
fied TC remnant was almost insensitive to trough strength
(and in all cases lower than that achieved in the trough-
only simulations).

Recently other idealized simulations have been per-
formed to investigate the role of the trough/TC spatial
configuration. In this case it was found that reintensifi-
cation was highly sensitive to the details of the initial con-
figuration (Ritchie 2005).

All of the preceding simulations were performed us-
ing 27 km grid spacing on the finest, or only, grid. In
this study increased resolution will be introduced into the
simulations to allow a closer examination of the reinten-
sification process, and in particular the role of resolved
microphysical processes.

2. NUMERICAL MODEL

COAMPS is a nonhydrostatic, parallel-processing re-
gional model that allows one-way interactive nested grids,
which may move relative to the parent grid. The model
may be run in either a real data or idealized mode. Con-
vection is parameterized by a Kain-Fritsch scheme (Kain
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and Fritsch 1993) for horizontal grid spacings over a cer-
tain threshold; explicit microphysics is performed on all
grids. The standard microphysics scheme is based on the
single moment bulk method found in Rutledge and Hobbs
(1983, 1984); the mixing ratios of cloud water, rain, pris-
tine ice, snow, and graupel are predicted. However, in a
previous version of the microphysics only the snow cate-
gory was present. More information about the model can
be found in Hodur (1997).

For the COAMPS standard microphysics, the hydrom-
eteor collection interactions considered are rain collect-
ing snow, snow collecting rain, graupel collecting snow,
and graupel collecting rain. In the absence of melting
or shedding, and provided hydrometeor amounts exceed
certain thresholds, the destination category for all these
interactions is graupel. When graupel is excluded, snow
becomes the destination category for riming.

3. SIMULATION OVERVIEW

The simulations were designed to be idealized. The
initial condition consisted of a superposition of an ideal-
ized upper-level trough and a TC, as described in Ritchie
and Elsberry (2003). (Figures 1 and 2). The relative
position of the trough and TC could be varied by 10◦

increments in longitude and 5◦ increments in latitude.
The coarse grid configuration was the same as used in
Gaudet and Ritchie (2005), namely 319 × 337 × 36 with
27 km horizontal grid spacing. A horizontal climatologi-
cal SST distribution and surface fluxes were used, but no
land surfaces were present in the simulations. (Political
boundaries are left in the figures for spatial reference).

An initial set of simulations was performed without
nesting, and without graupel (all simulations were per-
formed without graupel unless otherwise specified). The
TC was seen to progress northward and transform into
an extratropical system as a surface baroclinic wave de-
velops. The transformed TC either gradually decayed or
reintensified, depending on the initial trough/TC spatial
configuration. In either case, the location of the SLP min-
imum corresponding to the remnant TC was tracked.

A new set of simulations was then performed using
nested grids; Grid 2 was 136×136 with 9 km spacing while
Grid 3 was 199 × 199 with 3 km spacing. Grid 2 moved
to follow the track of the pressure minimum in the corre-
sponding single-grid simulation. This procedure does not
keep the Grid 2 SLP minimum precisely at the grid cen-
ter, but subsequent radial analyses are always done with
respect to the actual remnant TC SLP minimum location.
Grid 3 is concentric with and follows Grid 2.

It was found that the 10S25E and 10S35E simula-



tions bracket the boundary between reintensifying and
non-reintensifying cases (Ritchie 2005). (The designa-
tion 10S25E means that the TC is initially 10 degrees
south and 25 degrees east of the trough.) In the single-
grid simulations the former began to reintensify after 48
hr, while the latter approached a near steady-state and
then gradually weakened over time (Figure 3). We now
focus on the relative evolution of these two cases in the
nested simulations.

4. LOW-LEVEL VORTICITY

A look at the low-level vorticity evolution in the 10S25E
case reveals that, by the time of maximum SLP at 45 hr,
while the initial vorticity (not shown) has weakened con-
siderably, it is still concentrated in a quasi-circular vortex
(Figure 4). Vorticity in the northern part of the grid is as-
sociated with the approaching baroclinic zone, as can be
seen in the virtual potential temperature fields at 51 hr
(Figure 5). Also apparent in Figure 5 is the warm, moist
air being wrapped cyclonically around the remnant TC,
and confined to an increasingly narrow band to the south
of the baroclinic zone.

As the frontal vorticity approaches and reaches the lo-
cation of the TC remnant, the location of maximum vortic-
ity suddenly switches to a narrow band of vorticity aligned
with the frontal zone (Figure 6). This occurs at approxi-
mately 57 hr, during a period of rapid decrease of SLP
(4.5 mb in 6 hr). The vorticity band appears to subsume
the TC remnant vorticity and continues to increase in in-
tensity (Figure 7), as a remnant concentration of frontal
vorticity passes to the south. Eventually the maximum
vorticity magnitude decreases again, but the SLP mini-
mum continues to intensify. Minimum SLP occurs when
vorticity is again wrapped into a localized quasi-circular
region (Figure 8).

In the 10S35E case, the vorticity structure at 54 hr is
similar to the 10S25E case (Figure 9). What is different
is that the pressure is continuing to rise (albeit slowly).
Also, when the TC remnant encounters the warm front
of the developing baroclinic wave, the front has a NW-to-
SE orientation. Finally, the cold front of the developing
wave is also interacting with the TC remnant on its west
side. A jump in the maximum vorticity to a discrete vor-
ticity band does occur at 72 hr (Figure 10). However, the
vorticity magnitude does not become quite as large (to
5.5× 10−4s−1), the pressure decreases only slightly, and
there appears to be no tendency for the vorticity to be-
come concentrated again (Figure 11).

5. THERMAL ADVECTION VERTICAL FORC-
ING

It has been suggested in the past that reintensifica-
tion of TC remnants can be associated with the influence
of thermal advection in Petterssen Type B frontogenesis
(DiMego and Bosart 1982). We now briefly outline the
process involved on the synoptic scale, and attempt to
infer behavior on slightly smaller scales.

For simplicity, and based on Davies-Jones (1991), we
assume the form of hydrostatic balance ∂Φ/∂Z = b,
where Φ is geopotential, b = gθv/θv0 is buoyancy, and
Z = cpT0[1 − (p/p0)

R/cp]/g is pseudoheight, which cor-
responds to actual height in an adiabatic atmosphere
(Hoskins and Bretherton 1972). Hence, if hydrostatic bal-
ance is assumed, then ∇2

Hb−∂(∇2

HΦ)/∂Z = 0. The local
tendency of this quantity can be obtained by taking ∇2

H of
db/dt and ∂/∂Z of d(∇2

HΦ)/dt. If we assume the flow is
approximately 2D incompressible, inviscid, f -plane, adi-
abatic, and initially hydrostatic, we can use db/dt = 0 to
obtain:
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where we have reverted to Einstein summation notation
on the RHS, and dN/dt is a material derivative following
nondivergent flow.

Term A (1) derives from the vertical derivative of
the ∇2

HΦ equation, which in the quasigeostrophic (QG)
framework is f0ζr, where ζr is the relative vorticity. Con-
sidered in isolation, it represents a local tendency in
∂∇2

HΦ/∂Z without the corresponding hydrostatic ten-
dency in ∇2

Hb. Term B in (1) derives from the Lapla-
cian of the b equation; in the QG regime it is actually
equal to the first term by the thermal wind relation, and
the two combine to produce the thermal wind vorticity
advection term in the QG omega equation of Trenberth
(1978). Term C also derives from the b equation, and cor-
responds to the deformation function of the QG omega
equation described by Wiin-Nielsen (1959). It is this term
we will consider further. In isolation, it represents a local
tendency in ∇2

Hb without the corresponding hydrostatic
tendency in ∂(∇2

HΦ)/∂Z. The last term in (1) is zero in
the QG regime because the material derivative reduces
to f0dN(ζr)/dt, which is zero.

If the terms on the RHS of do not cancel, hydrostatic
balance cannot be maintained, and vertical motion and/or
divergent motion will generated, eventually restoring bal-
ance.

For scales smaller than a few hundred kilometers QG
theory is not formally valid. However, from the argu-
ments above, we can still expect that the deformation
function in (1) will lead to upward vertical forcing when
negative. In fact, it was noted by Wiin-Nielsen (1959) that
the geostrophic version of Term C generally occurs on a
smaller scale than that of thermal wind vorticity advec-
tion. If the axis of dilatation of the horizontal wind field
is Θv, and Θb is defined as the axis of dilatation of the
field ∇Hb, then the deformation function leads to vertical
motion when |Θb − Θv| < π/4. If ∇Hb only changes in
the direction of ∇Hb (i.e., a 1D baroclinic zone), then this
term corresponds to the convergence of the vector fron-
togenesis function, which has been shown to lead to ver-
tical motion on the frontal scale, with ascent on the warm



Figure 1: Geopotential heights (m) at 500 mb on Grid 1 for 10S25E model initialization.

side of the front (Keyser et al. 1988). In a QG frame-
work, such vertical motion would restore hydrostatic and
geostrophic balance through a combination of converging
low-level vorticity at the expense of upper-level vorticity,
and adiabatic cooling.

6. APPLICATION TO SIMULATIONS

We thus find that the formation of a low-level extended
strip of vorticity along the warm side of a frontal zone is
just what we would expect from a consideration of the
deformation function lift. More specifically, the vortic-
ity should be associated with a horizontally-narrow local
maximum of buoyancy. Finally, if the characteristics of
this vorticity strip are critical to reintensification, then the
characteristics of the buoyancy strip should be critical as
well.

First, we consider the effect of the TC remnant on the
low-level buoyancy field. When a large-scale vortex is
present, horizontal isentropes are distorted, and vertical
motion from the buoyancy Laplacian term generally oc-
curs in the warm sector of an intensified baroclinic zone
(Keyser et al. 1988; Klein et al. 2000). One way to con-
sider the effect of the vortex is to examine its deforma-
tion. If the radial wind field vr is zero and the tangen-
tial wind field vθ = vθ(r) > 0 is decreasing with radius,
then the axis of dilatation induced by the circulation is
directed 45◦ to the left of the wind. Hence gradients of
scalars tend to be rotated towards this direction (Keyser
et al. 1988; Bluestein 1993; Harr and Elsberry 2000). For
a northern hemispheric cyclonic vortex in a north-south
buoyancy gradient, one would expect maximum buoyancy

Laplacian vertical motion in the NE quadrant.

Ritchie (2005) found a number of parameters
that were able to separate reintensifying and non-
reintensifying cases prior to the time of maximum pres-
sure. Among these were NE quadrant precipitation within
600 km radius (rates exceeding 2.3 mm in 6 h indicated
reintensification). Another such parameter was NW quad-
rant precipitation (rates exceeding 0.6 mm in 6 h), but this
tended to occur closer to the center than the NE quadrant
precipitation. It was noted that the arc-like shape of the
precipitation field was consistent with being co-located
with the warm front associated with TC circulations.

In our 10S25E reintensifying simulation we can see
just this curved structure in the structure of the bands of
model rain rate. There are actually two bands of rain ap-
parent at 48 h (Figure 12): one associated with the TC
remnant, the other associated with the approaching front.
The merger of these bands, and the pinching off of the
warm strip between them, coincides with the intensifica-
tion of the low-level vorticity band (Figure 13 and 14).

Figure 15 shows a trace of the area-averaged rain rate
on Grid 2 within a 600 km radius of the TC remnant pres-
sure center, as well as the averaged rain rates within the
NE and NW quadrants of this region. This plot confirms
that prior to reintensification the rain rate increases signif-
icantly, preferentially in the NW quadrant and even more
preferentially in the NE quadrant. In fact, it can be seen
that the peak in rain rate occurs at the same time as the
previously-described low-level vortex jump and rainband
merger; afterwards the rain rate in the northern quadrants
decrease as rapidly as they had increased.

In the 10S35E simulation, there are a also both a



Figure 2: Same as Figure 1, but for 10S35E model initialization.

precipitation shield associated with the TC remnant and
frontal rain bands in the NE quadrant, and their merger
also coincides with the formation of the low-level vorticity
band. But the structure of the precipitation bands is less
well organized and does not result in the arc structure
expected from vortex deformation (Figure 16). A trace of
the rain rate (Figure 17) again shows NE quadrant rain in-
creasing dramatically until the time of the low-level vortex
jump. The main differences from the 10S25E case are:
1) the absolute values of the rain rates are lower, and 2)
the NW quadrant average rain rate is about the same as
the total area average rain rate, whereas in the develop-
ing 10S25E case the NW quadrant rate is considerably
more than the total area rate. This may be a reflection
of the fact that the TC remnant in the 10S35E case has
not been able to concentrate low-level moist air into the
optimal arc shape.

Grid 3 is not sufficiently large to capture the full struc-
ture of the NE quadrant rainbands, but we can use it to ex-
amine the stucture of the NW quadrant rainbands, which
occur closer to the TC remnant center. Figure 18 shows
that the average rain rate of Grid 3 within 250 km of the
center is nearly identical for the 10S25E and 10S35E sim-
ulations, but the average rain rate in the NW quadrant of
this region is far greater in the reintensifying case than in
the non-reintensifying one. For this particular case, how-
ever, this signal does not become apparent until shortly
before the vorticity jump, approximately 6 hours after the
minimum SLP has already begun to decrease.

An additional distinction of the 10S35E simulation is
the presence of localized vorticity along the cold front
while the vorticity band is being concentrated along the

warm front (see Figure 6), whose strain may be pre-
venting the final concentration of a reintensified vortex
and a more rapid reduction in pressure. It is not clear
yet whether the absence of vorticity reconcentration has
more to do with the presence of cold frontal vorticity or
with the suboptimal configuration and strength of warm
frontal vorticity; further investigation into this process is
planned.

To summarize, it appears from this case compari-
son that reintensification of the TC remnant is related to
the uplift associated with a favorable superposition of the
frontogenetical function of the TC remnant circulation and
the baroclinic zone that it approaches. Harr and Elsberry
(2000) also had stressed the importance of the fronto-
genetical function caused by the interaction of a vortex
and the large-scale environment. The resultant uplift is
seen to intensify a low-level band of frontal vorticity until
it subsumes the low-level vorticity of the TC remnant, but
during reintensification this vorticity collapses back into a
closed circulation.

7. MICROPHYSICAL SENSITIVITY

Because of the apparent importance of thermal ad-
vection to the evolution of the low-level vorticity, and be-
cause of the correlation between NE quadrant precipita-
tion and reintensification, we investigated the sensitivity
of the system’s evolution to the microphysics scheme.
Specifically, we examined the influence of adding the
graupel category.

In Figure 19, we show the area-averaged column-
integrated ice-phase hydrometeor mass (graupel plus



snow) in the NE quadrant of the 10S25E case (within 600
km radius). Though the difference is hardly noticeable for
the 27 km Grid 1, it can temporarily reach 30% for the 9
km Grid 2. The snow simulation produces more ice hy-
drometeors in this region. However, the area-averaged
column-integrated rain mass for the same region shows
virtually no difference between the graupel and snow-only
simulations, and there is likewise little variation in the rain
rate.

Furthermore, no significant differences were found in
the dynamical evolution of the storms between the grau-
pel and snow-only simulations. at any grid spacing (Fig-
ure 20). This is consistent with some recent results from
CAMEX (e.g, Hausman et al. (2006)) which indicate the
sensitivity of modeled mature tropical cyclones to ice di-
abatic heating is rather small, though the sensitivity to
hydrometeor fall velocity was greater. This would also
seem to be consistent with our finding that the vorticity
concentration seems to be a low-level process. The ef-
fects of differential hydrometeor fall velocity may become
more significant one horizontal grid spacings reach the
kilometer scale.

8. CONCLUSION

With finer resolution, the reintensification process was
seen to be associated with the convergence of warm
frontal vorticity induced by thermal advection, which then
interacts with the vorticity of the parent TC remnant. In
reintensification the vorticity becomes concentrated again
into a compact region, whereas in a non-reintensifier
the vorticity remained extended. The key difference ap-
peared to be the presence of an optimal warm frontal
configuration and the absence of interaction with the cold
front; this interaction leads to a characteristic arc in the
precipitation field. The change of ice microphysics, how-
ever, had little effect on the evolution, probably because
the mixing ratios of ice were too low, and because the
evolution appears to have initiated at low levels. It is pos-
sible that the sensitivity to microphysics scheme would be
much enhanced for resolutions at which convective cells
are explicitly resolved. Future work will investigate sen-
sitivity at this scale, as well as to elucidate the nature of
the vorticity interaction that leads to the concentrated vor-
tex of the reintensified TC remnant. It will also be deter-
mined to what extent this evolution can be generalized to
the whole set of TC/trough interaction cases.
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Figure 3: Minimum surface pressure of TC remnant vs. time for single grid 10S25E (red) and 10S35E (green) simula-
tions.



Figure 4: Absolute vorticity (10−5s−1) for 275 m above surface on Grid 2 at 45 hr during 10S25E simulation.

Figure 5: Virtual potential temperature (K) for 275 m above surface on Grid 2 at 51 hr during 10S25E simulation.



Figure 6: Same as Figure 4, but at 57 hr.

Figure 7: Same as Figure 4, but at 69 hr. Note the different color shading increment.



Figure 8: Same as Figure 4, but at 84 h.

Figure 9: Same as Figure 4, but at 54 hr during 10S35E simulation.



Figure 10: Same as Figure 9, but at 72 hr.

Figure 11: Same as Figure 9, but at 84 hr.



Figure 12: Model rain rate (mm hr−1) for 10S25E simulation on Grid 2 at 48 hr.

Figure 13: Same as Figure 12, but at 57 hr.



Figure 14: Same as Figure 5, but at 57 hr.
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Figure 15: Area-averaged rain rate (mm hr−1) within 600 km of the TC remnant versus time (hr) on Grid 2 for the 10S25E
simulation. Red indicates total area average; green indicates average over the NE quadrant, and blue indicates average
over the NW quadrant.



Figure 16: Same as Figure 12, but for 10S35E simulation on Grid 2 at 72 hr.
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Figure 17: Same as Figure 15, but for 10S35E simulation.
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Figure 18: Area-averaged rain rate (mm hr−1) within 250 km of the TC remnant versus time (hr) on Grid 3. Red indicates
total area average for 10S25E case; green indicates area average over NW quadrant for 10S25E case; blue indicates
total area average for 10S35E case; magenta indicates area average over NW quadrant for 10S35E case.
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Figure 19: Area-averaged vertically-integrated snow and ice mixing ratio (g kg−1 km) within the 600 km of the TC
remnant and within the NE quadrant, versus time, for the nested 10S25E simulations. Blue indicates snow-only Grid 1;
magenta indicates graupel and snow Grid 1; red indicates snow-only Grid 2; green indicates graupel and snow Grid 2.
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Figure 20: Minimum surface pressure of TC remnant vs. time (hr) for Grid 3 for the snow (red) and graupel (green)
10S25E simulations.


