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1. INTRODUCTION 

Recent studies show that the Z-I relations 

depend on the calculation methods[1], with which 

the same data may yield significant different 

values of A and b[2] [3] [4] [5]. Campos（2000）[6] 

concluded that the I-Z relation is fitted better 

through power-function regression for rain 

accumulations, whereas the linear relationship of 

lgI and lgZ is better for instantaneous rain rates. 

Brook E.Martner（2005）[7] show that for the same 

sample data, different fitting methods may lead 

to different Z-I relations. As for the power 

function fitting, (Z, I) values in big-value areas 

may have big weight, although the validity of 

these points are questionable. 

Based on the basic hypothesis of the linear 

least squares model, we compare the difference 

among the error terms in different regression 

models and their influence on the results. 

2. BASIC HYPOTHESIS IN THE LINEAR 

ORDINARY LEAST SQUARES MODEL 
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For the linear regression model with two 

variables, the regression calculation usually 

refers to least squares or its derived methods. It 

is the basic idea that the sum of squared 

residuals is taken as the criterion for the 

goodness of the fit with the regression line. the 

sum of squared residuals can represent, as a 

whole, the level of error between all of the 

samples and the regression line. 

In order to obtain the effective regression 

analysis, we should bring some limitations to the 

two-variable linear regression model. It is crucial 

to make some hypothesis on the properties of 

the error term, which mainly includes basic items 

as follows [8]: 

1) The relation iε++= ii bxay  between 

variable X and Y comes into existence for all of 

the samples, where iε  is the random error 

term. 

2) The error term iε  corresponding to each 

group of samples is a random variable with zero 

mean values. Namely, the mathematical 

expectation of E( iε )=0 comes into existence 

when i=1,...n. 

3) The variance of the error term iε  is a 

constant. Namely, 2
i )(Var σε =  comes into 
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existence when i=1,...n. 

In different Z-I regression models, the 

description of error terms, expectations of the 

error terms and variance of the error terms are 

different, and the physical meanings are 

completely different. Whether or not their 

distribution satisfies the above basic hypothesis 

is the precondition for the use of least squares. 

3.REQUIREMENTS OF THE BASIC 

HYPOTHESIS IN PRECIPITATION  

1) The error term and its expectation and 

variance should show the relationship of the real 

and retrieval rainfall intensity. The aim of the 

regression calculation is to make the fitting effect 

of the rainfall intensity I optimal. 

2) The basic idea of the least squares is to 

minimize the sum of squared residuals. The test 

standard[9] of the Z-I regression effect is 

0)ˆ(
ii

i →−=∑∑ ii IIε  or 0ˆ
i →−= ii IIε , 

and the calculation result should satisfy the 

requirement of the test standard. 

3) In the process of the Z-I fitting, because the 

samples with intense rainfall intensity are more 

essentiality to Z-I relation and their number is 

fewer, their contribution to the total variance is 

more prominent. Therefore, reasonable 

heteroscedasticity should be showed. 

4. CONCLUSIONS 

1) The comparison of the I-Z regression model is 

described as follows: 

 

 

Table 1.  comparison of the I-Z regression model 
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Heterosced

asticity 
none strong moderate none 

Effect test 0)ˆ(
i

≠−∑ ii II  0)ˆ(
i

≠−∑ ii II  0)ˆ(
i

=−∑ ii II  0)ˆ(
i

≠−∑ ii II  

 

2) When estimating the precipitation by Radar, 

we hope there is a comparable result between 

the real rainfall intensity and the retrieval rainfall 

intensity. Considering 0)ˆ(
ii

i →−=∑∑ ii IIε , 

the physical meaning of error term is more 

definite when we take the rainfall intensity I as 

the dependent variable in power-function 

regression mode. 

3) The error term in iilgZdlgclg ε+⋅+=iI  is 

related to lgI and lgZ, and the fitting result 

satisfy 0)
ˆ

(lg
i

=∑
i

i

I

I . The error term 

)Î(I iii −=ε  in i
d
iZc ε+⋅=iI  directly 

represent the difference between real rainfall 

intensity and retrieval one. When the weight 

factor is made to -d
ii Zw = , the fitting result 

satisfies 0)Î(I
i

ii
i

i =−=∑∑ε . 

4) The calculation results of the two precipitation 

processes show that the hypothesis that the 

variances of the error term in Z-I relation has the 

same order of magnitude agrees more with the 

real situation. 

As a result, there is no heteroscedasticity 

in iilgZdlgclg ε+⋅+=iI , The heteroscedasticity 

is relatively strong when weight factor is made 1 

in i
d
iZc ε+⋅=iI , and few samples in big-value 

areas may greatly affect the fitting result. There 

is no heteroscedasticity when weight factor is 

made to -2d
ii Zw = . considering the real 

distribution of the Z-I samples, it is reasonable to 

choose -d
ii Zw = . 
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