1. INTRODUCTION

Observation sensitivity techniques have been initially developed in the context of 3D-Var data assimilation for applications to targeted observations (Baker and Daley 2000, Doerenbecher and Bergot 2001). Adjoint-based methods are currently implemented in NWP to monitor the observation impact on analysis and short-range forecasts (Fourré et al. 2002, Langland and Baker 2004, Zhu and Gelaro 2008).

An optimal use of the time-distributed observational data may be achieved with a four dimensional variational data assimilation system (4D-Var DAS) and the adjoint methodology may be used to estimate the forecast sensitivity with respect to all parameters in the DAS. Specification of the statistical properties of the background and observation errors is a key DAS ingredient and accurate error estimates are often difficult to provide. A better understanding of how uncertainties in the specification of the error statistics will impact the analysis and forecast may be achieved by extending the sensitivity analysis to the DAS input $[y, R, x_0, B]$. The error-covariance sensitivity analysis may be used to identify the observation and background components where improved statistical information would be of most benefit.

In this work the forecast sensitivity with respect to the time-series of data/error covariance pairs $(y_i, R_i), i = 0, 1, \ldots, N$ and to the background input pair $(x_0, B)$ in a 4D-Var DAS is presented and the close relationship between the sensitivities within each pair is discussed. In practical applications a high computational cost is required to provide accurate observation sensitivity estimates since the linear algebra involves Hessian of the 4D-Var cost functional. To overcome this difficulty, a reduced-order observation sensitivity approach is formulated by projection on a low-dimensional state subspace. An optimal basis to the reduced space is shown to be closely related to the Hessian singular vectors optimized at the observation time. A computationally feasible method is proposed to identify a projection operator on a low-dimensional control space that incorporates in a consistent fashion information pertinent to the 4D-Var data assimilation procedure and to the forecast sensitivity. Idealized twin experiments are performed with a Lin-Rood finite volume global shallow-water model (Lin and Rood 1997) and initial conditions from ECMWF ERA-40 data sets. A nonlinear 4D-Var assimilation scheme is implemented using first and second order adjoint modeling to provide gradient and Hessian information, respectively. Preliminary numerical results and a comparative analysis with observation sensitivities evaluated in the full model space indicate that the reduced-order approach may be used to achieve significant computational savings in the observation sensitivity estimation. Limitations of the current implementation and future research directions are also discussed.

2. 4D-VAR FORECAST SENSITIVITY

A general framework to sensitivity analysis in the context of optimal control is discussed by Le Dimet et al. (1997). Corresponding to the 4D-Var cost functional

$$J(x_0) = \frac{1}{2}(x_0 - x_b)^T B^{-1}(x_0 - x_b) + \frac{1}{2} \sum_{i=0}^{N} (H_i(x_i) - y_i)^T R_i^{-1} (H_i(x_i) - y_i)$$

the optimality condition $\nabla_{x_0} J(x_0^a) = 0$ is

$$0 = B^{-1}(x_0^a - x_b) + \sum_{i=0}^{N} M_{0,i}^T H_i^T R_i^{-1} (H_i(x_i) - y_i)$$

where $M_{0,i}(x_0^a)$ is the tangent linear model associated to the nonlinear model integration $x_i = \ldots$
\( \mathcal{M}_{t_0 \rightarrow t_i}(x_0^a) \) and \( H_i(x_i) \) is the Jacobian matrix of the observation operator \( H_i \) evaluated at \( x_i \). An analytic derivation of the 4D-Var DAS sensitivity equations from the first order necessary condition is provided by Daescu (2008). The sensitivity equations of a scalar aspect \( J^v(x_i) \) of the forecast \( x_i = \mathcal{M}_{t_0 \rightarrow t_i}(x_0^a) \) are given in Table 1.

Table 1: Forecast sensitivity to 4D-Var DAS input.

<table>
<thead>
<tr>
<th>DAS input</th>
<th>Forecast sensitivity ((\nabla J^v))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_i )</td>
<td>( R_i^{-1}H_iM_{0,i}A\nabla x_0^a J^v )</td>
</tr>
<tr>
<td>( \sigma_i^2 )</td>
<td>( (R_i^{-1}(H_i(x_i) - y_i)) \circ \nabla y_i J^v )</td>
</tr>
<tr>
<td>( R_i )</td>
<td>( (R_i^{-1}(H_i(x_i) - y_i)) \odot \nabla y_i J^v )</td>
</tr>
<tr>
<td>( x_0 )</td>
<td>( B^{-1}A\nabla x_0^a J^v )</td>
</tr>
<tr>
<td>( \sigma_0^2 )</td>
<td>( (B^{-1}(x_0^a - x_0)) \odot \nabla x_0 J^v )</td>
</tr>
<tr>
<td>( B )</td>
<td>( (B^{-1}(x_0^a - x_0)) \odot \nabla x_0 J^v )</td>
</tr>
</tbody>
</table>

where \( \odot \) and \( \circ \) denote the Kronecker and Hadamard product, respectively, \((:)\) denotes the vec operator that transforms a matrix into a column vector (Magnus and Neudecker 1999) and \( A \) denotes the inverse Hessian matrix at the analysis \( x_0^a \):

\[
A \overset{\text{def}}{=} \left[ \nabla x_0^a J(x_0^a) \right]^{-1} \tag{3}
\]

The sensitivity calculations require the solution to the linear system

\[
A^{-1}\mu_0 = \nabla x_0^a J^v \tag{4}
\]

involving the 4D-Var Hessian and an iterative procedure such as the conjugate gradient method (CG) must be used to approximate the solution \( \mu_0 \) to the system (4). For time distributed observations, the errors in the estimation of \( \mu_0 \) are further propagated into the observation sensitivity computations by the tangent linear model \( M_{0,i} \). An increased accuracy in the numerical solution to (4) is thus necessary for the sensitivity estimates to be reliable.

It is noticed that if the observation errors are assumed to be uncorrelated, \( R_i = \text{diag}(\sigma_{i,1}^2, \ldots, \sigma_{i,k_i}^2) \), the sensitivity to the observation-error variance is

\[
\frac{\partial J^v}{\partial \sigma_{i,j}^2} = \frac{1}{\sigma_{i,j}^2}(H_i(x_i) - y_i)_j \frac{\partial J^v}{\partial (y_i)_j}, \quad j = 1, 2, \ldots, k_i
\]

For each component \( (y_i)_j \) of the observational data vector \( y_i \) at time \( t_i \), the sensitivity to the observation-error variance \( \sigma_{i,j}^2 \) is related to the observation sensitivity by the proportionality coefficient \( (H_i(x_i) - y_i)_j/\sigma_{i,j}^2 \) - the analysis fit to data divided by the observation-error variance.

### 2.1 Low-rank approximation using HSVs

The forecast sensitivity with respect to the observational data set \( y_i \) at time \( t_i \) may be expressed as

\[
\nabla y_i J^v = R_i^{-1}H_iA_i \nabla x_i J^v \tag{6}
\]

where the matrix

\[
A_i = M_{0,i}A M_{0,i}^T \tag{7}
\]

is an approximation of the covariance matrix of the errors in \( x_i \). The Hessian singular vectors (HSV) optimized at the observation time \( t_i \) are the generalized singular vectors of the pair \((M_{0,i}, A^{-1/2})\) and are obtained by solving a generalized eigenvalue problem

\[
M_{0,i}^T M_{0,i} v_j = \lambda_j A^{-1} v_j \tag{8}
\]

HSV are \( A^{-1} \)-orthonormal and the evolved singular vectors \( u_j = (1/\sqrt{\lambda_j}) M_{0,i} v_j \) are orthonormal eigenvectors to \( A_i \):

\[
A_i u_j = \lambda_j u_j \tag{9}
\]

Given \( k < n \),

\[
A^{(k)}_i = \sum_{j=1}^{k} \lambda_j u_j u_j^T \tag{10}
\]

provides an optimal rank-\( k \) approximation to \( A_i \) in any unitarily invariant norm and may be used to estimate the observation sensitivities

\[
\nabla y_i J^v \approx R_i^{-1}H_iA^{(k)}_i \nabla x_i J^v \tag{11}
\]

The solution to the generalized eigenvalue problem (8) may be obtained through an iterative algorithm that requires only matrix-vector products such as the Jacobi-Davidson method (Sleijpen and Van der Vorst 1996). An exact evaluation of the required Hessian-vector products may be obtained with a second order adjoint model (SOA) (Le Dimet et al. 2002). Gradient differences may be used to approximate \( A^{-1} v \approx (\nabla J(x_0 + \epsilon v) - \nabla J(x_0))/\epsilon \) which is an exact relationship for a quadratic 4D-Var cost functional, e.g., in the incremental formulation (Courtier et al. 1994). For each observation time \( t_i \) a new set of HSVs must be computed and the computational cost increases as \( t_i - t_0 \) increases.

The high computational burden associated to the HSVs is a major factor that has hampered their potential benefit in many practical applications. A computationally efficient approach is to solve the ordinary eigenvalue problem (9) using an approximation of the inverse Hessian matrix \( A_i \). Approximations based on the leading eigenvectors and the

2.2 Reduced-order 4D-Var observation sensitivity

The sensitivity equations are derived from the optimality condition (2) whereas in the practical implementation the minimization (1) is terminated when the gradient satisfies a certain convergence criteria or simply after a prescribed number of iterations. To obtain an estimate of the observation sensitivity that is consistent to the data assimilation process, Zhu and Gelaro (2008) implemented the adjoint of the minimization algorithm in the GSI analysis scheme (Wu et al. 2002).

In this work a reduced-order approach to observation sensitivity according to the data assimilation scheme (Wu et al. 2002).

The reduced-order 4D-Var problem searches for the optimal coefficients \( \eta \) such that in the reduced-space the linear system (4) is obtained as

\[
\Pi \delta x_0 = \Psi \eta = \sum_{i=1}^k \eta_i \psi_i
\]

where the matrix \( \Psi = [\psi_1, \ldots, \psi_k] \in \mathbb{R}^{n \times k} \) has the reduced-space basis vectors as columns (orthonormal), \( \Pi = \Psi \Psi^T \) is the projection operator, and \( \eta = (\eta_1, \ldots, \eta_k)^T \in \mathbb{R}^k \) is the coordinates vector in the reduced space

\[
\eta = \Psi^T \delta x_0
\]

The reduced-order 4D-Var problem searches for the optimal coefficients \( \eta \)

\[
J(\eta) \equiv J(x_b + \Psi \eta); \quad \min_{\eta \in \mathbb{R}^k} J(\eta)
\]

If \( \eta^* \) is the solution to (14), an approximation to the analysis (1) is obtained as

\[
x_0^a \approx x_b + \Psi \eta^*
\]

It is noticed (Daescu and Navon 2007) that derivatives in the reduced space are evaluated according to

\[
\nabla_\eta J = \Psi^T \nabla_{x_0} J
\]

\[
\nabla^2\eta J = \Psi^T \left[ \nabla^2_{x_0 x_0} J \right] \Psi
\]

such that in the reduced-space the linear system (4) becomes

\[
\Psi^T A^{-1} \Psi \mu_0 = \Psi^T \nabla_{x_0^a} J^v
\]

The reduced Hessian matrix \( \Psi^T A^{-1} \Psi \in \mathbb{R}^{k \times k} \) is positive definite, provided that \( A^{-1} \) is positive definite, and the reduced-order approach estimates the observation sensitivity according to

\[
\nabla \psi, J^v \approx R_i^{-1} H M_0 \Psi \mu_0
\]

Remark 1: It is noticed from (18) that \( \Psi \mu_0 \) is a solution to the projected system (4)

\[
\Pi A^{-1} \Psi \mu_0 = \Pi \nabla_{x_0^a} J^v
\]

and that if the approximation (15) is exact, then the reduced-order 4D-Var observation sensitivity estimate relies on the reduced-rank approximation to the inverse Hessian matrix

\[
A \approx \Psi \left[ \Psi^T A^{-1} \Psi \right]^{-1} \Psi^T
\]

2.3 Reduced-order subspace selection

In practice the 4D-Var minimization (1) is implemented by performing \( k \)-iterations

\[
x_0^{(i+1)} = x_0^{(i)} + \alpha_i d^{(i)}, \quad i = 0, 1, \ldots, k - 1
\]

with the initial guess \( x_0^{(0)} = x_b \) and the optimality condition (2) is only approximately satisfied. The analysis \( x_0^a \) is expressed

\[
x_0^a = x_b + \sum_{i=0}^{k-1} \alpha_i d^{(i)}
\]

and the analysis increment \( \delta x_0^a \) is an element of the vector space spanned by the descent directions \( \delta x_0^a \in \mathcal{S} = \text{Span}\{d^{(0)}, d^{(1)}, \ldots, d^{(k-1)}\} \).

Remark 2: If the conjugate gradient or the BFGS method is implemented and the cost functional (1) is quadratic (e.g., incremental 4D-Var formulation) then \( x_0^a \) is the minimizer of \( J \) over the set \( \{x_b + \mathcal{S}\} \). Denoting \( \{\psi_0, \ldots, \psi_{k-1}\} \) an orthonormal basis to \( \mathcal{S} \), \( \nabla \psi J(\eta^a) = 0 \) and the optimality condition is satisfied in the reduced space, although in general \( \nabla \psi J(x_0^a) \neq 0 \). The reduced-space is thus consistent to the 4D-Var minimization process and the approximation (15) is exact.

An additional enhancement is obtained by appending to the reduced basis the unit vector \( \psi_k \) orthogonal to each of \( \psi_0, \ldots, \psi_{k-1} \), \( \psi_k \in \{\psi_0, \ldots, \psi_{k-1}\}^\perp \), such that \( \nabla_{x_0^a} J^v \in \text{Span}\{\psi_0, \ldots, \psi_{k-1}, \psi_k\} \). The reduced-space provides thus an exact representation of the forecast
sensitivity to analysis $\Pi \nabla \chi^0 J^v = \nabla \chi^0 J^v$ and an error estimate may be derived from Eqs. (4) and (20)

$$\mu_0 - \Psi \hat{\mu}_0 = (\Pi I A^{-1} - I) \Psi \hat{\mu}_0$$

(24)

where $I$ is the $n \times n$ identity matrix.

3. NUMERICAL EXPERIMENTS

Numerical experiments are setup with a finite volume global shallow-water (SW) model of Lin and Rood (1997) at a resolution of $2.5^\circ \times 2.5^\circ$ and with a time step $\Delta t = 600$ s. The state vector $x = (h, u, v)$ where $h$ is the geopotential height and $u$ and $v$ are the zonal and meridional wind velocities, respectively. An idealized 4D-Var DAS is considered in the twin experiments framework: a reference initial state $x^0_t$ (“the truth”) is taken from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-40 500 hPa data valid for 0600 UTC 15 March 2002; the background estimate $x_b$ is obtained from a 6h integration of the SW model initialized at $t_0 - 6h$ with ECMWF ERA-40 500 hPa data valid for 0000 UTC 15 March 2002. “Observational data” for the assimilation procedure is generated from a model trajectory initialized with $x^0_t$ and corrupted with random errors from a normal distribution $N(0, \sigma^2)$. The standard deviation is chosen $\sigma_h = 5$ m for the height and $\sigma_u = \sigma_v = 0.5$ m s$^{-1}$ for the velocities and the observation errors are assumed to be uncorrelated. The background errors are assumed uncorrelated and are specified at a ratio $\sigma^2_b / \sigma^2 = 4$ to the observations. Data sets are provided at locations shown in Fig. 1 at a time increment of one hour over the data assimilation interval $[t_0, t_0 + 6h]$.

The observation locations were obtained from the actual locations of the radiosondes observations in a realistic data assimilation system projected to the closest model grid point. The observation operator $H$ is thus a matrix with entries 0 and 1 only and there are 572 observation locations.

At the verification time $t_v = t_0 + 30h$ we consider as reference state $x^0_v = M_{t_0 \rightarrow t_v} (x^0_t)$ and the forecast $x^f_v = M_{t_0 \rightarrow t_v} (x^0_b)$. The forecast error is displayed in Fig. 2 using a total energy norm to obtain grid-point values (units of m$^2$ s$^{-2}$). The verification domain is taken $D_v = [50^\circ N, 65^\circ N] \times [60^\circ W, 30^\circ W]$ and the functional $J^v$ is defined as the forecast error over $D_v$ in a total energy metric

$$J^v = (x^f_v - x^0_v)^T P^T EP (x^f_v - x^0_v)$$

(25)

where $P$ is the projection operator on $D_v$.

![Figure 2: Forecast error (m$^2$ s$^{-2}$) at $t_v = t_0 + 30h$ and selection of the verification domain.](image)

3.1 Observation-sensitivity analysis

The observation sensitivity analysis reveals that the specified forecast aspect $J^v$ exhibits a large sensitivity with respect to only a few of the observations in the DAS. As a measure of the forecast sensitivity to observation and error variance at each data location over the assimilation time interval we consider the time cumulative magnitude of the sensitivities $\sum_{i=0}^N |\nabla x_i J^v|$ and $\sum_{i=0}^N |\nabla \sigma_i^2 J^v|$, respectively. The location of the observations and error variances of largest forecast sensitivity is displayed in Fig. 3 for each of $u$, $v$, and $h$ data. A distinct configuration and magnitude is noticed for each data component, indicating that the location of observations and error variances that provide a potentially large forecast impact depends on the data type.
Evaluation of the observation sensitivity in the full state space requires the solution to the large-scale linear system (4), whereas a low-dimensional system (18) is solved in the reduced-order approach. A second order adjoint model (SOA) has been used to provide the Hessian-vector products required in the CG iteration. The reduced-order approach entailed significant computational savings and a reduction of as much as 75% in the CPU time using a reduced-space of dimension $k = 100$. The velocity components of the full state solution $\mu_0$ and the corresponding reduced order approximation $\Psi \hat{\mu}_0$ are displayed in Fig. 4. It is noticed that the reduced order approach is able to closely match the "shape" of the solution, however the amplitude of the solution components is in general lower. To illustrate this aspect, in Fig. 5 we further provide the velocity components of the full state solution $\mu_0$ and the reduced order solution $\Psi \hat{\mu}_0$ corresponding to a global forecast error $J^v (D_v = [90^\circ S, 90^\circ N] \times [180^\circ W, 180^\circ E])$. A comparison of the observation sensitivity estimates in the full space to the reduced-order estimates indicates that the reduced-order approach is able to properly identify the data locations of largest sensitivity magnitude. Illustrative results are shown in Fig. 6 and Fig. 7 for u-wind data at $t = 6$ h corresponding to $D_v = [50^\circ N, 65^\circ N] \times [60^\circ W, 30^\circ W]$ and $D_v = [90^\circ S, 90^\circ N] \times [180^\circ W, 180^\circ E]$, respectively. The results also indicate that the observation sensitivity estimates in the reduced-order approach have larger magnitudes as compared to the full state estimates.

From Table 1 it is noticed that the sensitivity to
the background is evaluated according to \( \nabla_{x_b} J^v = B^{-1}\mu_0 \). Since in our experiments \( B \) is taken to be a diagonal matrix, \( \mu_0 \) represents the sensitivity to background multiplied by the background-error variance, \( \mu_0 = \sigma_b^2 \circ \nabla_{x_b} J^v \). The reduced order approach is thus able to properly identify the locations of high background and observation sensitivity, however it provides lower background sensitivity values and higher observation sensitivity values, as compared to the full state estimates.

Figure 4: The velocity components of the full state solution \( \mu_0 \) and the corresponding reduced order approximation \( \Psi \hat{\mu}_0 \). The forecast error \( J^v \) is defined over the verification domain \([50^\circ N, 65^\circ N] \times [60^\circ W, 30^\circ W]\).
Figure 5: The velocity components of the full state solution $\mu_0$ and the corresponding reduced order approximation $\Psi \hat{\mu}_0$ for a forecast aspect $J^\nu$ defined over the entire domain.
Figure 6: Data locations of largest sensitivity magnitude at \( t - t_0 = 6 \) h for the forecast error defined over the verification domain \( D_v = [50^\circ N, 65^\circ N] \times [60^\circ W, 30^\circ W] \).

Figure 7: Data locations of largest sensitivity magnitude at \( t - t_0 = 6 \) h for a global forecast error \( D_v = [90^\circ S, 90^\circ N] \times [180^\circ W, 180^\circ E] \).

4. CONCLUDING REMARKS

The 4D-Var sensitivity analysis involves a significant software development and several simplifying assumptions are required in NWP applications to reduce the computational burden. In this study a general framework to reduced-order observation sensitivity is presented as a computationally feasible approach to practical applications. Identification of a reduced-order space based on the information accumulated during the 4D-Var minimization process requires little additional computational effort and software development. The simplicity of the SW model allowed the implementation of a second order adjoint model associated to the nonlinear 4D-Var formulation and numerical estimation of the sensitivities in both full and reduced-order space. Idealized 4D-Var observation sensitivity experiments indicate that the reduced-order approach is able to properly identify data sets and observation locations of largest forecast sensitivity while providing significant computational savings. If an increased accuracy in the observation sensitivity estimates is required, the reduced-order approach may be used to provide an efficient initial guess to the full state sensitivity estimation. Further applications to
adaptive data thinning and targeted observations are envisaged and valuable insight may be gained through observing system simulation experiments (OSSE’s, Atlas 1997). The 4D-Var framework allows a sensitivity analysis with respect to time-space distributed data and it is well suited for applications that involve multiple observation targeting instants in the assimilation window e.g., flight path design.
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