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1. INTRODUCTION  

 
The National Severe Weather Workshop 

(NSWW) is an annual three-day meeting of 
forecasters, broadcast meteorologists, and 
emergency managers along with researchers, 
practitioners and enthusiasts from both the 
private and public sectors. The NOAA/National 
Weather Service (NWS) Storm Prediction 
Center hosts the NSWW in partnership with 
the NOAA Weather Partners in Norman, 
Oklahoma (http://www.norman.noaa.gov), the 
Oklahoma Emergency Management Assoc-
iation; and the Central Oklahoma Chapter of 
the American Meteorological Society/National 
Weather Association.  Held in late February or 
early March, just prior to the severe weather 
season, one overarching goal of the NSWW is 
to facilitate enhanced communications among 
members of the Integrated Warning Team 
(IWT; Fig. 1). Here, the IWT is defined to 
consist of NWS forecasters, broadcast media, 
and local emergency management (EM) 
officials, which is similar to the integrated 
warning system of Doswell et al. (1999).  All 
members of the IWT share the goal of 
protection of life and property; they should 
have a consistent message to promote a 
favorable public response (Mileti and 

Sorenson 1990). 
In 2006, the organizers of the NSWW 

desired to bring a more interactive learning 
environment to the workshop in addition to a 
standard conference format.  Moreover, some 
NSWW partners possessed an experience 
base in developing preparedness exercises for 
emergency managers and first responders, 
while other partners had previously designed 
displaced real-time simulations for NWS 
forecasters using the Weather Event Simulator 
(WES; Magsig and Page 2002, Magsig et al 
2007).  Based upon these factors, the NSWW 
planning committee decided to include a role-
playing scenario in the workshop, designed to 
demonstrate the need for consistent 
communications among the IWT. 

The scenario consisted of three separate, 
but synchronized, displaced real-time 
simulations of operations by an emergency 
operations center (EOC), a TV station, and the 
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Figure 1.  The three components of the 
Integrated Warning Team:  the NWS, local 
public safety/emergency management 
officials, and broadcast media (TV and radio).



NWS during an actual weather event.  To 
develop understanding and empathy among 
IWT partners as well as to create a level 
playing field, workshop participants were 
assigned roles that differed from their normal 
professions.  In addition, this job-swapping 
approach was based upon prior human factors 
research. This research indicated that (1) 
team performance can be enhanced when 
team members possess similar mental models 
such that team members can anticipate 
information needs of other members; and (2) 
cross-training can help to increase both 
shared mental models and shared situation 
awareness (Fig. 2; Bolstad et al. 2005). 

The three simulations featured 
synchronized playback of radar and other 
relevant weather data along with simulated 
field reports.  While physically separated in 
different rooms, the simulations were linked in 
that information could be shared among the 
rooms.  A variety of mechanisms facilitated 
these communications, including handheld 
radio, creation and dissemination of NWS 
warning products and follow-up statements, 
and a closed-circuit TV broadcast.  As detailed 
in Section 2.2, the 2007 edition included 
augmented communications capabilities. 

This manuscript reports on the technical 
design of the 2006 and 2007 editions of the 
scenario, including learning objectives, case 
selection, and the application of and linkages 
between three separate simulation systems.  
The discussion includes participant feedback 
collected through evaluations, some aspects 
of adult pedagogy, and future plans. 

WFO Topeka

 
2. TECHNICAL DESIGN 
 

A scenario leader guided each of the three 
groups with assistance from several subject 
matter experts.  The leader kept the individual 
simulations on schedule while the subject 
matter experts taught the group while keeping 
operations as realistic as possible. 

The NSWW workshop agenda spread the 
scenario timeline (Fig. 3) over two consecutive 
afternoons.   After dividing the workshop 
participants into their assigned roles, the first 
afternoon was mostly devoted to basic training 
on the duties and responsibilities of the three 
roles.  For example, the media group learned 
how the management structure of a typical 
commercial TV station supported and affected 
the decisions about severe weather coverage.  
To support this basic education in job roles 

and responsibilities, the first day had an 
“outlook/watch phase” with a compressed time 
format suitable for each group to analyze 
weather products typically viewed before full-
blown operations commence.  

The first day of the scenario also included 
a transition to displaced real-time warning 
operations with a specific warning decision 
designed to spur interest and conversation 
among the participants until the scenario 
resumed the following afternoon.  The second 
day consisted of approximately two hours of 
real-time operations followed by a debriefing 
session.  This basic design was implemented 
for both the 2006 and 2007 editions of the 
NSWW. 

The scenario followed a general script.  As 
illustrated by the 2007 version (Fig. 4), the 
script basically specified that certain reports 
were delivered to specific rooms at 
appropriate times.  Each group then 
collectively decided what actions to take 
based on the new information including 
whether or not to communicate the information 
to the other rooms.  These field reports were 
mostly based upon reports collected during 
the actual weather event. 
 

What we all know

Media (KNSW) Douglas County EOCPublic

Figure 2.  Illustration of shared situation 
awareness for distributed teams.  In a single 
team (e.g., WFO Topeka), the shared situation 
awareness is the subset of knowledge shared 
among all team members.  In a distributed 
team like the IWT, the concept of shared 
situation awareness is extended to be the 
knowledge shared among all components of 
the IWT. The better the communications 
among these groups, as well as a clear 
understanding of roles and responsibilities, the 
better the chance for good decision making 
and public service during severe weather 
events. Adapted from WDTB (2007) to 
illustrate the 2007 NSWW scenario. 



Figure 3.  Scenario timelines for the (a) 2006 and (b) 2007 simulations.  Shaded boxes reflect 
times when the simulations ran in an operational displaced real-time mode. 

Figure 4.  Excerpt from the 2007 scenario
script. Note that reports were delivered to
each group at specified times. The reports are
based on actual reports received during the
real weather event, with the exception of the
overturned tanker at 1420 UTC.   
 

2.1 The 2006 Version 
 

The NWS group actually played two roles 
in sequence: (1) the Storm Prediction Center 
(SPC) and (2) a local Weather Forecast Office 
(WFO).  Hence, the NWS simulation began 
with operations focused on long-fused watch 
issuance.  The transmission of a severe 
thunderstorm watch or tornado watch to the 
other groups was the signal to begin the 
transition to full-blown short-fused, displaced 
real-time warning operations.   

As depicted in Figure 5, the NWS 
simulation was driven using the Weather 
Event Simulator.  WES consists of the NWS 
AWIPS (Advanced Weather Interactive 
Processing System) software fed by additional 
“data pump” software which allows AWIPS to 
function in a displaced real-time mode.  An 
experienced AWIPS operator displayed radar 
products requested by the participants.  He 
also used the AWIPS WarnGen software to 
create warning products and follow-up 
statements according to the group consensus.  
In the 2006 version, he also manually 
transmitted these products to a web server 
located at the Oklahoma Climatological 
Survey (OCS).  To derive group consensus 
and to help manage large group dynamics, the 
NWS group used responders distributed 
among the group and voting software that 
tabulated the audience choices.  The votes 



were taken after a suitable amount of group 
analysis and discussion. 

The TV simulation was based on 
FasTrac® software (Baron Services 2008) that 
facilitates playback of Level II radar data and 
generates familiar broadcast-quality radar 
displays. Complete with interactive scrolling 
and zooming capabilities, this software also 
provided algorithm output.  This display was 
visualized on a projection screen.  Volunteers 
took turns at playing the role of an on-camera 
meteorologist in front of the radar display; a 
closed-circuit TV feed (“KNSW-TV”) was 
broadcast to the NWS and emergency 
management rooms.  NWS products were 
available in the TV room using a connection to 
the web server. 

Weather data for the EM room were fed 
directly from the web server.  Radar data and 
surface maps were visualized using the 
WxScope Plugin (Wolfinbarger et al. 1998a,b).  
Custom “back-end” software provided the 
subset of Level III radar products typically 
viewed by emergency managers.  This 
software was similar to that used by the OK-
FIRST decision-support system for emergency 
managers (Morris et al. 2001, 2002), with one 
important distinction.  The OK-FIRST system 
used the WxScope Plugin to disseminate and 
visualize a real-time Level III data stream, 
while the simulation version accessed an 
archive of radar products and surface data to 
construct the displaced real-time weather 
displays. 

All three weather display systems were 
synchronized between the rooms.  Some of 
the systems (e.g., the WES) were placed in 
displaced real-time mode by setting the 

computer clock back to the event time and 
allowing the computer time to move forward.  
Because some simulation data were delivered 
using an off-site web server, custom software 
on the web server accepted a simulation start-
time as an input parameter.  The server 
software stored the time offset between the 
simulation start-time and the real world time.  
Thus time conversion between the two time 
spaces could be performed at any later time to 
deliver the appropriate products from a time-
ordered archive of radar and other weather 
data.  The warning and advisory products 
produced by the WES were also stored in a 
similar time-stamped archive on the web 
server but were delivered to the media and 
EM rooms within seconds of their production 
in the NWS room. 

Figure 5.  Schematic of the 2006 scenario. 

Communications between the three rooms 
were facilitated using two sets of handheld 
radios.  One set was reserved for internal 
communications between the scenario leaders 
and the overall scenario director.  The other 
set was used to communicate reports between 
the three rooms and to simulate any other 
direct communication between the offices 
(e.g., clarification of reports).  The groups 
used flip-charts to log the reports and any 
decisions made. 
 
2.2 The 2007 Version 
 

Several technological enhancements were 
added to the 2007 edition of the scenario (Fig. 
6).  First, an instant messaging (IM) capability 
was added to facilitate information sharing 
among the groups. Instant messaging has 
been identified as a best practice by some 
WFOs to help share the thought processes of 
the warning forecaster with emergency 
managers and broadcast meteorologists.   

Second, an onsite web server and a 
private computer network prevented any 
outside Internet outage from disrupting data 
transmission during the scenario.  In addition, 
this computer setup automated the transfer of 
NWS warning products and follow-up 
statements from the WES to the web server 
rather than the previous manual process. 

Third, feedback from the TV and EM 
groups of the 2006 version indicated that 
timely transmission of local storm reports from 
the NWS (both in the simulation and in real-
life) was an important factor in how well the 
broadcasters and emergency managers could 
perform their jobs.  Consequently, a web-



Figure 6.  Schematic of the 2007 scenario.  Heavy solid lines denote connectivity through an onsite 
private computer network. 

based software interface was provided to the 
NWS room.  A volunteer entered report 
details; the software formatted the report 
which was automatically disseminated to the 
other rooms as part of the NWS product feed. 

Finally, the scenario planners recognized 
the 2007 scenario as an opportunity to provide 
training on the then-upcoming implementation 
of storm-based warnings by the NWS on 1 
October 2007. Accordingly, the scenario 
required a method to display warning 
polygons.  Subsequent to its initial 
documentation by Quoetone et al. (2004), the 
Norman WFO had enhanced their situation 
awareness software to display polygon 
warnings.  This web-based software was 
adapted for the scenario domain and to 
automatically process and display the 
warnings issued by the WES (Fig. 7). 

The emergency management room was 
also augmented with a second voting system 
and a laptop with CAMEO software.  CAMEO 
is a GIS-based package that uses a simple 
plume model to help emergency managers 
target evacuations during hazardous materials 
incidents.  During the scenario, the EM group 

requested information about wind speed and 
direction from the WFO to use as input for 
CAMEO, as a consequence of the report of an 
overturned tanker truck (Fig. 4). 

 
3.  LEARNING OBJECTIVES 
 

Because the scenario was designed to be 
an interactive learning experience, the 
simulations were constructed with several 
goals and objectives in mind.  The overall goal 
of the scenario was to improve communication 
among the IWT members by building 
understanding and empathy for the other 
roles.  The scenario planners drafted specific 
objectives for each group that could be 
covered either in the pre-briefing for the role or 
during the scenario itself.  These objectives 
are listed below. 

 
3.1 Emergency Management 
 

• Foster support among IWT members.  
• Understand limited staffing and 

resources of most EM operations. 



• Understand citizen reaction to media 
broadcasts and the associated impact 
on EM and other emergency services 
operations 

• Understand the impact of uncorrelated 
and “uncalibrated” spotter reports 
(data quality) 

• Improve EM feedback to WFO and 
media 

• Understand the jurisdictional nature of 
EM operations 

 
3.2 Broadcast Media 
 

• Understand the critical need for 
current information (which impacts 

decisions on the type and quantity 
of coverage) 

Figure 7.  Graphical display of (a) county-based and 
(b) storm-based warnings issued by the WFO group 
during  the 2007 scenario, valid at 1405 UTC on 12
Mar 2006.  County-based image indicates the 
number of minutes remaining until the warnings 
expire. 

• Understand the impact of the 
timeliness of WFO warning 
decisions upon the media 

• Understand the factors that affect 
coverage decisions including nature 
of the weather threat, the number of 
affected viewers, time of day, and 
competitive issues 

• Understand the balance between 
regular programming and weather 
coverage and how station manage-
ment affects coverage decisions 

• Understand the impact of public 
telephone calls on coverage and the 
broadcasters (complaints about the 
coverage, “uncalibrated” viewer 
reports)  
 

3.3 NWS/Storm Prediction Center 
 

• Understand that SPC issues 
watches and outlooks and WFOs 
issue warnings and both are part of 
the NWS 

• Understand that coordination 
between the WFOs and SPC in 
watch issuance is time consuming 
and has potential conflicts 

• Understand the pressures involved 
in issuing watches (type of watch, 
geographical size, duration, and 
lead time). 

• Understand the impact of lack of 
reports from media and WFOs on 
SPC operations (especially at night) 

• Understand how watches are 
cleared. 

 
3.4 NWS/Weather Forecast Office 
 

• Demonstrate challenges of warning 
decision-making (severe thunderstorm 
versus tornado warnings; how to 
handle warnings with no spotter 
reports; conflicting spotter and media 
reports; dealing with multiple 
simultaneous hazards such as 
tornadoes, hail, severe winds, and 
floods) 

• Highlight the value of providing a 
continuous flow of information in 
various forms (enhanced services 
such as instant messaging and 



graphical outlooks which are above 
and beyond minimum requirements) 

• Demonstrate the importance of using 
all available data to make warning 
decisions, including spotter reports, 
media reports, and base data from 
multiple radars 

• Demonstrate the challenges 
presented by communications failures 
(service backup operations) 

 
4.  CASE SELECTION 
 

The scenario designers had to make 
several critical choices that affected the ability 
of the scenario to fulfill its objectives.   
Perhaps the most important decision was the 
weather event.  Because the participants were 
in unfamiliar roles, the event could not be too 
difficult.  In addition, the event could not be too 
obvious (i.e., a single isolated tornadic 
supercell) where the participants would not be 
subjected to real challenges involved with 
sharing information among the IWT members.  
The event location also affected other 
decisions, including the Designated Market 
Area (DMA) of the TV station and the 
jurisdiction(s) of the EOC(s).    
 
4.1 The 2006 Version 
 

The first version of the scenario used the 6 
May 2003 severe weather episode over the 
Paducah, KY county warning area (CWA).  
This CWA covered 58 counties in southeast 
Missouri, southern Illinois, western Kentucky, 

and the southwestern tip of Indiana. 
Accordingly, the DMA for the TV station was 
chosen as Paducah/Cape Girardeau (Fig. 8).  
Note that by choosing only one TV DMA, the 
scenario oversimplified the real-world situation 
because CWAs and DMA boundaries do not 
align exactly.  For example, in real-life, the 
Paducah WFO must deal with four media 
markets (Paducah-Cape Girardeau, Jones-
boro, Nashville, and Evansville). Conversely, 
broadcast meteorologists in the Paducah-
Cape Girardeau market have three separate 
WFOs (Paducah, St. Louis, and Memphis) 
which may provide somewhat different 
services. 

To demonstrate the highly jurisdictional 
nature of EM operations, two EOCs with 
different capabilities were simulated.  A 
municipal EOC typical of a metropolitan 
jurisdiction was located at Cape Girardeau, 
while Alexander County had a small, rural 
EOC with limited resources (Fig. 9).  Both 
EOCs received the same weather information, 
but they had different emergency operations 
plans, which affected the actions they could 
take. 

The severe weather event (Fig. 9) 
featured two isolated supercells and two bow 
echoes that produced multiple significant 
tornadoes, 2 in. (5 cm) diameter hail, and 80 
mph (36 m/s) wind gusts.  One supercell 
produced a 2 mi (3.2 km) long F3 tornado that 
damaged 200 structures in Cape Girardeau 
County.  The other supercell spawned a long 
track tornado in rural areas of Pulaski, 
Massac, and Pope Counties.  This tornado 

Figure 8.  Real-world configuration of NWS county warning areas (solid colors) and Neilsen
Designated Market Areas (stippled) for the domain of the 2006 scenario.  The scenario used the 
Paducah CWA (blue) and the Paducah/Cape Girardeau DMA (solid shading).   



Figure 9.  Approximate locations of tornado
tracks and accompanying Fujita-scale ratings
of the 6 May 2003 event used for the 2006
scenario. Adapted from NWS (2007).

was responsible for two fatalities and more 
than 30 injuries along its 33 mi (53 km) path. 

 
4.2 The 2007 Version 
 

The 2007 scenario focused on a severe 
straight line wind event in Lawrence, Kansas, 
during the morning hours of 12 March 2006.  
Halfway between Topeka, KS, and Kansas 
City, MO, Lawrence was located at the 
eastern edge of the Topeka CWA (Fig. 10).  
Because the thunderstorms associated with 
this event quickly moved out of the Topeka 
CWA, the scenario design included a 
communications failure at the Kansas City 
(Pleasant Hill) WFO so that the Topeka WFO 
assumed backup operations for the Kansas 
City office.  The emergency management 
group assumed the identity of the Douglas 
County EOC situated in its county seat of 
Lawrence.   Technically in the Kansas City 
DMA, the close proximity of Lawrence and 
Douglas County to Topeka (30 mi or 48 km) 
permitted the scenario to use a Topeka TV 
station (i.e., Lawrence can receive broadcast 
and cable TV signals from both Topeka and 
Kansas City stations). An additional 
consideration for the scenario was that the 
event occurred on a Sunday morning, when 
the TV station typically would have limited 
staffing. 

Figure 10.  Configuration of NWS county 
warning area and Neilsen designated market 
area boundaries for the 2007 scenario, which 
used the Topeka CWA and the Topeka DMA. 

Just after 1400 UTC on 12 March 2006, 
a thunderstorm moved along the west and 
north sides of Lawrence (Fig. 11).  At 1408, 
the KTWX WSR-88D estimated inbound radial 
velocity exceeding 95 kts at approximately 
4400 feet above ground level. The downburst 
associated with this event produced 80 to 90 
mph (35 to 40 m/s) winds at the surface with 

widespread damage over a 3 mi (5 km) wide 
area in Lawrence. Some 60% of the buildings 
on the campus of Kansas University sustained 
damage.  According to Storm Data, several 
semi-trucks were overturned during this event.   
As shown in Figure 4, the scenario planners 
decided to make one of these trucks a tanker 
transporting a hazardous substance along I-70 
which runs through Lawrence, particularly 
complicating the job of the emergency 
managers and potentially affecting the 
operations of the other two rooms depending 
upon decisions made by the EOC. 
 
5. PARTICIPANT FEEDBACK  
 
 During the second day of the scenario, 
participants were given an opportunity to 
complete a short, voluntary, and anonymous 
survey.  This survey was an attempt by the 
scenario planners to gain some general 
feedback and to qualitatively learn whether 
perceptions of participants about the warning 
process and other warning team members had 
been affected by the scenario.  Survey 
questions included: 
 



Figure 11.  Base reflectivity (a) and base radial velocity (b) images from the KTWX WSR-
88D from 1408 UTC on 12 March 2006.   

• What did you learn about your 
scenario role that you didn’t already 
know? 

• What were the strengths and 
weaknesses of how the scenario was 
run? 



• What changes will you make in your 
real-life role? 

• Other comments? 
 
5.1 TV Scenario Role 
 

In general, those who participated in the 
broadcast media room seemed to gain an 
appreciation for difficulties inherent in doing 
live broadcasts.  According to their responses, 
they appreciated the lack of time to analyze 
data while on the air, the challenge and 
pressure of keeping coverage going non-stop 
while receiving new information, and the 
staggering amount and varying quality of 
incoming information.  They also commented 
about broadcast decisions based on the 
balance between coverage, station revenue, 
and ratings, and how these decisions can vary 
widely. 
 
5.2 EM Scenario Role 
 

Some of the real-life meteorologists and 
enthusiasts who wore an emergency 
manager’s hat during the scenario remarked 
that getting a true situation awareness was 
difficult, based on the types of weather 
information received by the EOC as compared 
to their real profession.  They also commented 
that the EM job is often ill-defined with too 
many varying responsibilities. They were also 
surprised at the lack of continuity of 
responsibilities and resources between EM 
jurisdictions.   
 
5.3 NWS Scenario Role 

 
Because the survey was distributed on the 

second day of the scenario, fewer comments 
were received about the watch phase (SPC 
operations) than those about WFO warning 
operations.  Even so, some of audience 
members mentioned the difficulty in analyzing 
environmental data and outlining and issuing 
tornado watches.   

During warning operations in the NWS 
room, participants seemed to learn how critical 
spotter reports were to their warning 
decisions.  In some cases, they were 
frustrated about the lack of reports. Others 
remarked about the difficulty in getting reliable 
reports or in trusting numerous reports of 
varying quality.  In the 2007 scenario, 
someone remarked about the challenge of 
having to produce a spot forecast for the EOC 

while also dealing with ongoing warning 
decisions.   
 
5.4 General Feedback 
 

Scenario participants seemed to gain 
some appreciation and empathy for others 
involved in the warning process.  As a result, 
numerous comments were received about 
trying to improve the quantity and quality of 
spotter reports.  Real-life NWS forecasters 
remarked about the need to provide more 
frequent local storm reports to help 
broadcasters better communicate weather 
threats to the public.   

In general, feedback about the scenario 
concept itself was overwhelmingly positive.  A 
few participants did not like being pushed 
outside their comfort zone, while most 
recognized the scenario as a unique learning 
opportunity.   
 
6. SCENARIO LEARNING CONTEXT 
 

One of the overall goals of the scenario 
was to develop understanding and empathy 
among IWT partners.  Experience and 
observation of adult education (Knowles et al. 
1998) and studying brain activity (Anderson 
2005) have agreed that learning is highly 
contextual.  For example, brain scans have 
shown that key words can activate knowledge 
learned during practice sessions. 

The scenario planners tried to keep the 
simulations as realistic as practically possible, 
by using real tools during actual situations.  
The scenario was designed to reveal 
relationships between someone else’s job and 
one’s own job. The degree of realism in the 
scenario (i.e., the learning context) was 
important because certain key words, images, 
or other triggers that can come up during the 
real warning process might trigger memories 
of doing the other job during the scenario. 

 
7. FUTURE PLANS 
 

The 2008 edition of the NSWW will include 
a third scenario.  In the previous editions, the 
scenario staff assigned scenario roles based 
upon the participants’ profession.  In the 2008 
version, the participants will be able to choose 
their preferred scenario role during the 
registration process.  However, the scenario 
leaders may override some initial preferences 
to created balanced groups.   



Some workshop participants have 
expressed their desire to learn in a standard 
lecture/presentation format. Thus, the 
workshop also will include plenary sessions 
and a number of break-out sessions.  These 
sessions will support the scenario by providing 
background concepts. 

The 2008 scenario will include an event 
that exhibited multiple simultaneous weather 
hazards.  At the same time, the simulated 
EOC will have to deal with issues surrounding 
a large outdoor event venue.  Finally, the TV 
station will have to make weather and news 
coverage decisions that might make viewers 
unaffected by the weather event unhappy. 
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