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1. INTRODUCTION

This paper presents the FOTO method and its im-
plementation in the GSI (Wu et al. 2002). The
objective of FOTO (First-Order Time extrapolation
to the Observation) is to represent observations at
their appropriate times within the analysis interval
of the GSI (Gridpoint Statistical Interpolation) with-
out substantially increasing the cost. The FOTO
method applies a low order (first order in this case)
approximation to describe the time evolution of the
analysis variables over the analysis time. This idea
has been around the NCEP for some time, and the
reported development capitalizes on the previous
work of many collaborators.

In section 2 we provide a brief theoretical back-
ground for the development of FOTO, pointing at
differences between FOTO and 4DVAR. We also
briefly describe the method for calculation of time
tendencies, including a simple parameterization of
the PBL. A review of the preliminary results, includ-
ing the effects of FOTO on fitting various types of
observations in the GSI global analysis, are pre-
sented in section 3. Concluding section 4 contains
a summary and a discussion of the secondary ef-
fects of FOTO on the GSI analysis.

2. THEORETICAL BACKGROUND

2.1. 3DVAR

The three-dimensional variational data assimilation
(3DVAR) that has been taken as a framework for
the development of GSI, estimates initial state of the
atmosphere as the minimum of the cost function:
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Here, vector x represents the analyzed fields, z ob-
servations, h(x) is the ’forward operator’ express-
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ing the observed variables in terms of the analyzed
fields, and xb is the background field. Matrices R

and B represent error covariances, the first one of
the measurements and of the forward operator, and
the second of the background field.

In the traditional implementation of 3DVAR there
is no place for inclusion of the temporal distribu-
tion of observations, and the difference between the
observations and the background is assumed con-
stant over the analysis time interval. With an ex-
plosive increase of the number of non-conventional
datasets, such as satellite radiances (e.g., Der-
ber and Wu 1998; Okamoto and Derber 2006;
Le Marshall et al. 2001) or Global Positioning Sys-
tem (GPS) radio occultations (e.g., Cucurull et al.
2007), there is a desire to improve the realism of
the analysis by recognizing temporal distribution of
data available for assimilation, even within a 3DVAR
data assimilation approach. Figure 1. shows as an
example the time distribution of the surface pres-
sure data used in the GSI.

Figure 1: Distribution of the surface pressure data within
the analysis time window. The data are sampled in 15
min intervals.
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2.2. 4DVAR

The standard way for taking into account the dis-
tribution of data in time within a data assimilation
system is application of the four-dimensional varia-
tional data assimilation (4DVAR) (e.g., Rabier et al.
2000; Zou et al. 2001; Zupanski et al. 2000; Gau-
thier et al. 2007; Rawlins et al. 2007). 4DVAR is
much more expensive than 3DVAR, and in the ma-
jor centers it is generally applied at lower resolu-
tions than the forecasting models.

2.3. FOTO

The essence of the FOTO method is to modify the
first term in the formulation of the objective function,
Jo, by taking into account position of the observa-
tion in time:
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Here, ∆t is the time increment of the observation
z relative to the analysis time, and

(

∂x

∂t

)

F
are fil-

tered time tendencies of the analysis at the points
surrounding this observation. Consequently, while
stepping through the preconditioned conjugate gra-
dient algorithm, in the calculations of the gradient
of the objective function, search direction and the
step size, the effect of the filtered time tendencies
is consistently taken into account.

The inclusion of the FOTO in GSI did not sig-
nificantly increase the computational cost. Table 1
shows the wall clock times for GSI applied to global
analysis. FOTO increases the computational costs
of GSI about 8-9%, a half of which is attributed to
the PBL parameterization. Thus, FOTO is includ-
ing the time dimension into analysis while allowing
GSI to run at the same resolution as the forecasting
models.

no foto no pbl with pbl
time (s) 1824.4 1907.3 1992.2

% 4.26 8.42

Table 1: Average wall clock times for GSI analysis with
and without FOTO.

2.4. Time tendencies

The time tendencies are designed by a spatial dis-
cretization of the governing equations for a dry, adi-
abatic atmosphere, and were originally included in

GSI in order to define the dynamical constraints, at-
tempting to improve the balance of the GSI analy-
sis. High order compact differencing is applied in
the horizontal directions. The conservative vertical
finite-differencing scheme, combined with a gener-
alized vertical coordinate (Juang 2005), the same
as in the latest version of the GFS (Global Fore-
casting System), is applied in the vertical direction.
In the last update of GSI, the incremental balance
of the analysis produced by GSI has been achieved
by the inclusion of a tangent linear normal mode
constraint (Kleist et al. 2008), and the tendencies
are filtered by the projection onto the slow modes.

2.5. Inclusion of PBL

A simplistic parameterization of the planetary
boundary layer (PBL) is added to the definition of
time tendencies with inclusion of FOTO. It is based
on the Janjić (1990) implementation of Mellor and
Yamada (1974) 2.0 closure scheme. This PBL pa-
rameterization is sufficiently simple to allow rela-
tively quick calculation of a tangent linear version
and its adjoint, but still complex enough to de-
scribe elements of turbulent mixing as a function
of both thermal and dynamical conditions of the at-
mosphere. During development of the tangent lin-
ear version of the parameterization, additional sim-
plifications were made. The most notable one was
the ’assumption of the K-theory’, which consisted of
neglecting the vertical derivatives of turbulent coef-
ficients (Dusanka Zupanski, personal communica-
tions). This approximation reduced the nonlinearity
of the parameterization, and resulted in more real-
istic account of the PBL within the GSI analysis.

3. RESULTS

3.1. Single case

A series of individual analyses were prepared. All
of them indicate approximately similar impacts of
FOTO. Instead of calculating average diagnostics of
all analyzed cases, we present here just the analy-
sis from 4/10/2007, as a typical case. Furthermore,
We focus only at a cpen diagnostic, defined as the
penalty term normalized by the number of observa-
tions.

Tables 2, 3 and 4 give respectively the normalized
penalty for pressure, ozone and radiances. Figures
2 and 3 present the cpen for the wind and the tem-
perature data.

The analysis with FOTO improves matching of all
presented types of data, even up to 30% and more
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in some cases (for example, for the ozone data).
The inclusion of PBL brings additional sense of the
reality in the analysis, especially in the lower atmo-
sphere as may be expected. However, the effect on
the moisture, though consistently positive, is very
small (about 2-3%), presumably because a large
portion of the moisture data is coming from the ra-
diosonde measurements.

no foto no pbl with pbl
cpen 0.1225 0.1186 0.1174

% -3.18 -4.16

Table 2: Diagnostics cpen for the surface pressure data.

satell./ instr. no foto with pbl %
n16 / sbuv2 0.86343 0.62250 -27.9
n17 / sbuv2 0.79763 0.49344 -38.13

Table 3: Diagnostics cpen for the ozone data.

Figure 2: Normalized penalty (cpen) for the wind data in
the GSI analysis after inclusion of FOTO.

3.2. Parallel run

A series of cycling experiments with FOTO has
been run (and some are still running) at NCEP, indi-
cating that FOTO has generally a neutral or a posi-
tive impact on the GSI analysis and the subsequent
forecasts, especially in the Southern Hemisphere.
We assume that this is a consequence of an im-
proved representation of the satellite data that pre-
vail in that region. Final evaluation of the quality of
the analysis/forecast is still underway.

Figure 3: Normalized penalty (cpen) for the temperature
data in the GSI analysis after inclusion of FOTO.

4. CONCLUSION AND DISCUSSION

FOTO is a relatively efficient technique for taking
into account temporal distribution of the observa-
tions within a 3DVAR data assimilation system. It
was successfully implemented in the GSI, and the
preliminary tests generally demonstrate a positive
impact of the FOTO on the produced analyses.

We also noticed that FOTO tends to reduce
somewhat the convergence rate of the precondi-
tioned conjugate gradient algorithm applied in GSI.
Figure 4 shows a measure of the convergence
(gnorm) in the single test case presented above
with and without FOTO.

satell./ instr. no foto with pbl %
n17 / hirs3 0.30188 0.27604 -8.56
aqua / airs 0.19756 0.19178 -2.93

n15 / amsua 0.14379 0.13199 -8.21
n16 / amsua 0.04683 0.04546 -2.91
n18 / amsua 0.13663 0.12788 -6.40
aqua / amsua 0.13868 0.13133 -5.30
n15 / amsub 0.12174 0.10681 -12.26
n16 / amsub 0.1183 0.10982 -7.17
n17 / amsub 0.1471 0.12154 -17.38
n18 / mhs 0.11271 0.08874 -21.27

g12 / sndrd1 0.17202 0.15805 -8.12
g12 / sndrd2 0.15474 0.14504 -6.27
g12 / sndrd3 0.14332 0.13249 -7.56
g12 / sndrd4 0.13801 0.12481 -9.56
g11 / sndrd1 0.15064 0.14196 -6.76
g11 / sndrd2 0.12282 0.11969 -2.55
g11 / sndrd3 0.11344 0.10563 -6.88
g11 / sndrd4 0.17022 0.16313 -4.11

Table 4: Diagnostics cpen for the radiances.
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In order to improve the convergence, we experi-
mented with various numbers for the outer and the
inner iterations within GSI. Using three instead of
two outer loops, with an increasing number of in-
ner iterations in each of them, improved the con-
vergence rate. In the current operational version,
GSI has two standard outer loops, but with more in-
ner iterations (150 instead 100) in the second outer
loop, which may be sufficient to offset the FOTO’s
degradation of the convergence.

Figure 4: Evolution of a measure of convergence within
the last outer iteration in the test with and without FOTO.

The tangent linear normal mode constraint was
introduced in GSI in May of 2007, replacing a for-
mer balance constraint, and with it, the perfor-
mance of the FOTO generally improved.
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