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1. INTRODUCTION

The parametrization of the stable boundary layer in
numerical weather prediction models is problematic:
it is well-known that operational parameterisations
imply more turbulent mixing than can be justified
on theoretical grounds (Beare 2004, Cuxart 2006).
However, attempts to use more physically based pa-
rameterisations lead to poorer model performance,
with the surface and the surface layer becoming too
cold: since screen-level temperatures are such an im-
portant forecasting product this is unacceptable.

Much has been learnt about the stable boundary
layer in models from intensive field studies (e. g. Pou-
los 2002), where it is possible to focus on physical
processes, but it the particular features of an indi-
vidual case may obscure generic model behaviour.
The aim of the current work is to complement this
approach by comparing the statistical behaviour of
numerical weather forecasts with detailed field ob-
servations for a single site across a complete annual
cycle. The period from October 2006 to Septem-
ber 2007 was selected for this study. Two principal
goals for the study were to characterize the surface
flux budget and to understand the relationship of the
surface and screen temperatures.

2. OBSERVATIONAL DATA

The observational data considered here were ob-
tained at a field site at Cardington, Bedfordshire,
UK. These data comprise upward and downward SW
and LW fluxes, a radiometric surface temperature,
temperature and humidity at the screen level (1.2 m
here) and temperature, humidity and wind data at
heights of 10, 25 and 50 m on a mast. The high-
frequency data from the mast are used to form co-
variances, from which turbulent fluxes are inferred,
as well as yielding mean data.
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3. NUMERICAL WEATHER FORECASTS

All forecasts considered here were made with the
Met Office Unified Model. Three forecasting con-
figurations were studied here: the global configura-
tion (GBL), with a horizontal resolution of 40 km
over the UK, the North Atlantic European configu-
ration (NAE), with a resolution of 12 km, covering
the whole of Europe and the north Atlantic east of
Newfoundland, and the 4-km high-resolution fore-
casting configuration (UK4) with a domain covering
the UK. The vertical resolution of all configurations
at the time was the same, with 38 vertical levels, 13
of which lie below 3 km; the boundary layer scheme
of (Lock 2000) is allowed to operate over these lev-
els. All three configurations represent turbulence in
the stable boundary layer using a Richardson number
scheme, although there are differences of formulation
between the configurations, with the NAE and UK4
configurations having sharper tails than the global
model. Each configuration is run 4 times a day at
6-hourly intervals and a number of diagnostics are
archived from each run at hourly intervals, providing
a database of forecasts from which the point values
closest to the field site have been extracted for this
study. In the following only results from the NAE
and UK4 configurations are considered.

4. CONSISTENCY OF
MEASUREMENTS

TEMPERATURE

Since turbulent fluxes in the SBL are fairly small and
high accuracy is desired in temperature forecasts, it is
important to consider the consistency and accuracy
of the observations: this is particularly pertinent to
the relationship of the surface and screen tempera-
tures.

Air temperatures are measured using platinum re-
sistance thermometers (PRTs), while surface tem-
peratures are measured using an IR thermometer.
To assess the consistency of these measurements,
Fig. 1 shows the ratio of differences in potential tem-
perature between the mast (10 or 50 m) and the
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Figure 1: Scatter plot of the difference in potential
temperature between the mast and screen against
that between the screen and the surface for nearly
neutral conditions in January 2007. Mast data for
10 m and 50 m are shown, together with best fits to
these data.

screen (1.2 m) levels against the difference between
the screen and surface temperatures for nearly neu-
tral conditions with low LW surface cooling during
January 2007. For a given height of observation
on the mast, the data points would be expected
to lie on a line through the origin with a slope of
log(2mast/#screen)/ 10g(2screen/zon), Where 2oy, is
the thermal roughness length. The plot shows fits to
the raw data which do not pass through the origin.
Since the PRTs are believed to be more accurate,
this may suggest that the IRT has a warm bias of
0.5-1 K for these data. Data for other months sug-
gest that the warm bias rises as the surface temper-
ature increases. This interpretation is broadly con-
sistent with the analysis of Lapworth (pers. comm.),
who found that the IR surface temperature showed
a warm bias relative to in situ measurements of the
grass temperature. The possibility of a warm bias
must be borne in mind when interpreting measure-
ments of the surface temperature.

A contrary bias may exist under clear skies. Since
the IR temperature has been inferred from a radia-
tive measurement, taking the surface emissivity to
be 1.0, whereas the actual emissivity of dry grass is
slightly lower, there may be an apparent cold bias,
superimposed on an underlying warm bias in con-
ditions of significant surface cooling, which is why
the fits above were made using only data with low
surface cooling.

The figure shows one other feature: the slope of
fitted lines suggest a thermal roughness length of the
order of 1 um, which is considerably smaller than

that used operationally (0.015 m).

5. FORECASTS OF SCREEN TEMPERA-
TURE
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Figure 2: Scatter plots of the differences in surface
temperature between the NAE forecast and the ob-
servations against the inverse square root of the bulk
Richardson number for the surface layer for condi-
tions of weak surface cooling (net LW cooling <
20 Wm~2 in both the model and the observations),
shown in green, and for conditions of strong surface
cooling (net LW cooling > 80 Wm~2) in blue both
for the model and for the observations. Small sym-
bols show the actual data points and large symbols
bin averages for increments of 1 in Ri;l/Q. The up-
per panel shows results for December—February and
the lower panel for March—May.

The forecasting of screen temperature is particu-
larly difficult in very stable conditions where stan-
dard surface similarity theory may not apply (Sorb-
jan 2006). To forecast the screen temperature ac-
curately, it is necessary to predict the surface skin
temperature and to represent the relationship be-



tween this temperature and the screen temperature
correctly.
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Figure 3: As above, but for the screen temperatures.

Figure 2 shows the errors in the forecast surface
temperature for nocturnal conditions from the NAE
configuration for December—February (upper panel)
and March-May (lower panel). The bulk Richard-
son number for the lowest 10 m of the atmosphere is
used as a measure of stability, with the specific form
Ri;l/Z being employed, since this is proportional to
the wind speed. Data have been selected for con-
ditions of strong surface cooling (net upward LW >
80 Wm~2), shown in blue and weak surface cooling
(net upward LW < 20 Wm~—2), shown in green. The
raw data show considerable scatter, principally due
to errors in forecasts of cloud cover, so bin averages
for each increment of 1 in Rigl/2 are constructed.
Under low surface cooling in winter (green points in
the upper panel) the forecast surface temperature
shows an apparent cold bias of around 0.5 K across
all stability classes; but this bias may be partly appar-
ent if there is a warm bias in the raw observations.
Under strong surface cooling, there is an apparent
warm error in the model, which is slightly more dif-
ficult to interpret because of the need to allow for

the greater impact of the surface emissivity in condi-
tions of strong cooling. This warm bias in conditions
of strong surface cooling is more apparent in spring
(lower panel), where the apparent bias reaches al-
most 3 K in the most stable conditions. This is too
large to explain in terms of the surface emissivity,
especially if there is an underlying warm bias in the
observed IR surface temperature, as surmised above.
We cautiously interpret these results as showing that
the model's surface temperature has a warm bias in
conditions of strong surface cooling and high stabil-
ity.

Figure 3 shows the corresponding errors in the
screen temperature for winter upper panel and spring
(lower panel). Again, these show a cold bias in con-
ditions of weak surface cooling and a warm bias in
very stable conditions of high surface cooling, al-
though the warm bias in conditions of strong cool-
ing in spring is somewhat smaller than that found
for the surface temperature. This suggests that the
forecasting model may underestimate the difference
in potential temperature between the screen and the
surface in very stable conditions, and we now con-
sider the implications of this for the forecasting of
screen temperatures.

Observations: (81.2-80)/(810-80)
A A Model: (8 5-80)/(62-60) R
M-O(BH91) Curve for Observations z=0.015m—
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Figure 4: Scatter plot of the ratio of potential dif-
ferences between the screen and the surface to those
between the reference height (mast or lowest model
level) and the surface for nocturnal conditions in
April 2007 for the NAE (blue) and the observations
(green). Solid curves show the theoretical curves
which the data should follow according to Monin-
Obukhov theory with the thermal roughness length
used operationally. Additionally, for the observa-
tions, the theoretical line obtained with a thermal
roughness length of 1 um is shown as the dashed
curve.

Considering the data for stable conditions during



April 2007 (a very calm and settled month), it was
found that differences between the forecast screen
and surface temperatures barely exceeded 2 K, while
observed differences in the range 4—6 K were not un-
common. Screen temperatures are forcast from the
surface temperature and that on the lowest atmo-
spheric level, using an interpolation that depends on
surface similarity theory. It is therefore useful to con-
sider the ratio of differences in potential temperature,

(Oscreen — Osyrface)/ (Plowest-level — Osurface) against
our measure of stability, Riglm. The blue symbols
in figure 4 show this ratio for the NAE configura-
tion (for nocturnal conditions during April 2007), to-
gether with the line along which they should fall,
predicted using the similarity functions of (Beljaars
1991) and the roughness lengths used operationally
for this grid-point. The forecast data essentially fol-
low this curvel. Since the model's definition of the
screen height (1.5 m) differs from that at which the
observations were taken (1.2 m) and the model’s low-
est temperature level is at 20 m, while the observed
temperature on the mast is at 10 m, it is not possible
to show exactly the same ratio of temperatures from
the observations; however, adjusting to the heights
of the observations, and using the model's rough-
ness lengths, the observational data should follow
the solid green curve. In practical terms this is close
to the blue curve; but the observational data do not
follow it at all closely, particularly at high stabili-
ties, where the ratio of potential differences is much
higher than that predicted theoretically. Reducing
the thermal roughness length to 1 um, as suggested
by the data in Fig. 1, produces the dashed line, which
fits the observed points much better, but still under-
estimates the ratio of potential differences at high
stabilities. This may indicate the influence of other
processes such as decoupling, radiative effects and
gravity currents not represented within standard sur-
face similarity theory.

5.1 Diurnal Composites of Surface and Screen
temperatures

The upper panel of figure 5 shows a diurnal compos-
ite of the surface and screen temperatures for the
months December—February and March—-May from
the observations, while the lower panel shows the
error in the NAE and UK4 forecasts relative to the
observed values. In winter there is an apparent cold
bias in the surface temperature of the NAE (which
may partly represent a warm bias in the observations,

1Some scatter is expected since the forecast data are stored
to a limited precision to economise on storage.
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Figure 5: Diurnal composites of the observed sur-
face (solid) and screen temperatures (dashed) for
December—February (blue) and March—-May (green)
in the upper panel. The lower panel shows the dif-
ferences in the diurnal composites between the fore-
cast and the observations for the same variables and
months. Dark blue and bluish green curves refer to
the NAE configuration andlight blue and olive green
to the UK4 configuration: surface temperatures were
not archived for the UK4 model at this period.

and in fact, the warmth of the observed surface tem-
perature relative to the screen temperature around
noon is difficult to reconcile with the very weak sen-
sible heat fluxes around noon shown later), but the
diurnal signal is one of relative warming during the
day with more gradual cooling at night. Later, it
will be shown that the model’s shortwave warming
during the day is excessive. The diurnal cycle of the
screen temperature shows a cold bias of a similar
magnitude and a weaker relative warming during the
day, together with a period of cold errors around the
evening transition. Other evidence, not shown here
suggests that this may be due to a failure the as-
sumptions of standard similarity theory in very stable
conditions.



In spring, both models show a significant warm
bias in the surface temperature during the earlier part
of the night. To the extent that the observed sur-
face temperature may have a warm bias, the actual
bias in the model may be larger, though it is also
necessary to bear in mind that clear-sky conditions
were more prevalent in this season, so that allowing
for the emissivity of grass becomes more significant
in interpreting the results. The screen temperature
shows a more consistent warm bias, though with a
prominent relative cold signal during the transition.

6. WINDS AT 10 m
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Figure 6: Diurnal composites of the observed wind
speed at 10 m for winter (blue), spring (green) and
summer (red) in the upper panel. The lower panel
shows the differences between the forecast and ob-
served values for the NAE and UK4 configurations.

Figure 6 shows diurnal composites of the observed
wind speed at 10 m for winter, spring and summer,
togther with the relative errors in the NAE and UK4
forecasts. Whilst the models show different biases,
there is a clear persistent diurnal signal of winds be-
ing relatively too fast at night and relatively too slow

by day.

7. THE OBSERVED SURFACE FLUX BUD-
GET
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Figure 7: The observed annual cycle of the atmo-
spheric surface flux budget, showing monthly mean
values for the radiative, turbulent and overall fluxes.

In order to understand errors in the parametriza-
tion of the stable boundary layer, it is important to
characterize the surface flux budget. Over the an-
nual cycle the net atmospheric flux at the surface
should be close to 0. How closely the flux budget is
balanced provides a check on the consistency of the
observations as a useful prelude to comparison with
the model.

Figure 7 shows the annual cycle of the surface flux
budget from the observations, with the convention
that upward fluxes are positive. There is a strong
annual cycle in the SW flux, with the anomalously
sunny conditions of April 2007 being apparent. The
net LW flux is more constant through the year, at
round 50 Wm~—2. The sensible heat flux is negative
from October through to February, indicating the im-
portance of modelling the stable boundary layer dur-
ing the winter months. The overall net flux is shown
in black and this shows an overall net cooling bias
of 13 Wm~—2. Superimposed on this is an oscillation
with an amplitude of a similar size. We conclude that
the annual cycle of the surface flux budget is gener-
ally represented realistically by the observations, but
that there appears to be a bias, which must be borne
in mind when interpreting model data.

Further work is required to isolate the cause of the
net cooling imbalance. One possibility is that down-
ward latent heat fluxes at night are underestimated,
but there is also some evidence, involving compari-
son between the upward LW and the surface and near



surface temperatures, to suggest that LW cooling of
the surface may be overestimated.

8. DIURNAL COMPOSITES OF SURFACE
FLUXES
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Figure 8: The diurnal composite of the observed sur-
face fluxes for December—February (upper panel) and
the differences between the NAE forecast and the ob-
served values (lower panel).

Figure 8 shows diurnal composites of the surface
fluxes from observations for winter, together with the
relative errors in these fluxes from the NAE model.
SW warming during the day is overestimated, which
is consistent with the relative warming of the surface
during the day discussed above. It is also consis-
tent with other studies of the model which show that
cloud cover is underpredicted. The model’s sensible
heat flux is too negative at night, consistent with the
excessive turbulent mixing expected from the oper-
ational parametrization. The latent heat flux shows
a smaller negative error, although this may partly be
due to a bias in the observations. Relative to the
raw measurements, the LW flux agrees well during
the night and only shows excessive relative cooling

close to noon. The slight overall lower LW cooling in
the model is not immediately easy to reconcile with a
lack of cloud cover; but if the observed net LW cool-
ing is actually overestimated, as possibly suggested
by the bias in the annual mean surface flux budget,
the interpretation would then be that the model does
indeed show excessive LW cooling during the night.

9. CONCLUSION

A detailed comparison of forecasts over one year
against data from one particular field site has been
made. The use of full year's observational data has
enabled useful checks on the consistency of the ob-
servational data to be made, which have highlighted
potential issues in the interpretation of the data. It
is apparent that high accuracy is required in observa-
tions to be used in characterizing model performance.

The comparison has strongly suggested that the
model's screen temperature is tied too closely to the
surface temperature in strongly stable conditions.

The closure of the annual mean surface flux budget
to 13 Wm~2 with a realistic annual cycle is very en-
couraging, but work is required to explain the bias.
The errors in individual components of the surface
flux budget in a composite diurnal cycle in winter are
below 15 Wm~2. Taking account of possible biases
in the observed fluxes, it has been tentatively sug-
gested that the model may overestimate LW cooling
of the surface because of a lack of cloud cover, and
that this may compensate for an overestimate of tur-
bulent warming. Although more work is required, it
also seems possible that the warm bias in the surface
temperature noted on calm clear evenings in spring,
when the calculation of the radiative flux is less sub-
ject to uncertainties in cloud modelling, may be due
to excessive turbulent heating of the surface. Thus,
in these conditions, reducing the degree of turbulent
mixing might actually be beneficial.

Overall, we conclude that a detailed comparisons
of the surface flux budget between the model and
observations have the potential to improve our un-
derstanding of the behaviour of the stable boundary
layers in numerical forecasting models.
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