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1. INTRODUCTION

Warm season precipitation has long been observed
to exhibit a nocturnal maximum over the central
United States, attributed to a preponderance of
nighttime thunderstorms and mesoscale convective
systems (MCSs) that cross the region (e.g. Wal-
lace 1975; Maddox 1980). Recent work by Parker
(2008) (hereafter P08) has elucidated some of the
dynamical processes at work within these nocturnal
systems using idealized numerical simulations. In
the interest of isolating these fundamental dynam-
ics, these simulations utilized a simple, 2-D linear
wind pro�le representative of an environment favor-
ing strong MCSs. This, however, neglected a com-
mon feature found in nocturnal MCS environments:
the nocturnal low-level jet (LLJ, e.g Maddox 1983;
Cotton et al. 1989). In light of this, the present work
looks to build upon the results of P08 to include the
e�ects of a simulated nocturnal LLJ on elevated con-
vection.

2. BACKGROUND

The LLJ has a long-standing association with warm-
season precipitation in the central United States,
particularly thunderstorms. The LLJ is recognized
as a source of unstable air for convective storm de-
velopment, largely through the advection of warm,
moist air from the Gulf of Mexico into regions where
storms develop (Maddox 1983; Cotton et al. 1989).
These e�ects can be especially signi�cant for noctur-
nal convection or storms that form and the cool side
of frontal boundaries, as this LLJ-supplied high-θe

air tends to be elevated. This provides a source of
unstable air upon which storms can be sustained de-
spite a stable boundary layer (e.g., Trier et al. 2006).

In addition to helping to prime the convective
environment, the LLJ can be a signi�cant forcing
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mechanism for long-lived convective systems, espe-
cially when the jet intersects a frontal boundary
(e.g., Augustine and Caracena 1994). As the jet in-
tersects the frontal boundary, convergence and fron-
togenetic forcing are enhanced, providing a lifting
mechanism for storms (Trier and Parsons 1993; Trier
et al. 2006; Tuttle and Davis 2006). As a forcing
mechanism, the intensity of the jet has as a sig-
ni�cant e�ect on storm intensity, with stronger jets
being associated with heavier rainfall (Arritt et al.
1997; Tuttle and Davis 2006).

Missing from this collection of previous work is a
discussion about how the development of the noctur-
nal jet may e�ect pre-existing convection, i.e. storms
that have formed during the afternoon and continue
into the overnight hours as the boundary layer sta-
bilizes and the LLJ develops. Possible e�ects in
this realm include changes in the vertical wind shear
pro�le and modulations of the storm-relative in�ow.
Rotunno et al. (1988) developed a theory for squall
line intensity and longevity based on a balance be-
tween the low-level shear and cold pool strength.
As such, understanding the e�ect that the LLJ has
on vertical shear could be important to better un-
derstanding the evolution of nocturnal convective
systems. Additionally, Gale et al. (2002) suggested
that a key determinant of nocturnal MCS dissipa-
tion is the strength of the elevated storm relative
in�ow (ESRI), with a decrease in this in�ow leading
to storm dissipation. Given the the LLJ tends to
reside in or around the layer of ESRI, it may play
a signi�cant role in modulating the strength of this
in�ow. The present works looks to examine these
e�ects using idealized numerical simulations.

3. METHODS

This work utilized 3D idealized numerical model
simulations using version 1.10 of the Bryan cloud
model (CM1) described by Bryan and Fritsch (2002).
These simulations followed the setup described in
P08, and the reader is referred to that publication
for the speci�c details of the model con�guration.

In order to study the e�ects of a low-level jet on
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nocturnal convective systems, it was of interest to
include a low-level stable layer to represent the noc-
turnal environment. This was handled using the
method of P08. A surface-based MCS was initiated
using a warm (+ 2 K) line thermal, and allowed to
mature through 3 hours. At this point a nocturnal
stable layer was gradually introduced to the model
by applying a cooling rate to the lowest 1 km of the
simulated environment for the duration of the sim-
ulation. The resultant evolution simulates the tran-
sition from afternoon, surface-based convection to a
nocturnal, elevated MCS akin to the �deep-unlim�
simulation of P08.

The other necessary component for this study was
the gradual addition of a jet structure to the low-
levels of our simulation. Based on the results of past
climatological studies, we chose to use a jet that was
5 ms−1 stronger than the background winds, approx-
imately 1 km deep, with the level of maximum winds
located just above the top of the nocturnal stable
layer (e.g Bonner 1968; Mitchell et al. 1995; White-
man et al. 1997). This jet was added to the wind
pro�le in concert with the low-level cooling, gradu-
ally increasing to its maximum intensity by 8 hours
into the simulation. This too was based on obser-
vations, as in nature the LLJ intensi�es throughout
the evening, reaching its maximum intensity around
0200 local time (e.g. Whiteman et al. 1997). This
results in the perturbation wind pro�le shown in
Fig. 1 by 8 hours into the simulation. It should be
noted that while several climatologies (e.g. Bonner
1968; Whiteman et al. 1997) place the LLJ maxi-
mum winds at approximately 500 m, we chose to
center the jet between 1 and 1.5 km as this was just
above the simulated nocturnal stable layer, which is
where the jet is typically observed. Sensitivity tests
run to test di�erent jet heights showed little e�ect
on the simulated storm, so we chose 1 km in order to
comply with the observed behavior of the jet being
located just above the stable layer.

For the battery of simulations presented herein,
the strength of the jet is held constant at 5
ms−1stronger than the background winds, however
the direction of the jet is varied. Three di�erent jet
directions are examined, relative to the simulated
MCS: Front-to-rear (FTR), rear-to-front (RTF), and
parallel (PAR) (Fig. 2). The varied con�gurations
allow us to examine the e�ect that the direction of
the jet has on both the vertical wind shear pro�le,
as well as storm-relative in�ow. In addition, we ran
a control (CTL) simulation that did not include the
LLJ, which is identical to the �deep-unlim� simula-
tion of P08.

4. RESULTS

4.1 Overview

An examination of the CTL, FTR, RTF, and PAR
simulations shows a fairly similar evolution through
8 hours of simulation. In each case, an initially
surface-based MCS develops and evolves into an ele-
vated MCS in a similar fashion to what was observed
by P08. Throughout this period, comparisons of
simulated radar re�ectivity suggest that the MCSs
in each simulation are fairly comparable in terms of
size, intensity, and storm motion (not shown, the
reader is referred to P'08 for a detailed analysis of
the CTL simulation evolution). This similarity is
maintained between the CTL and PAR simulations
for the duration of the simulations, but not for the
RTF and FTR simulations. After 8 hours (once
the LLJ has reached its full intensity) the simulated
MCSs in the FTR and RTF cases begin to diverge
from the CTL and PAR simulations. Plan view plots
of simulated radar re�ectivity illustrate that by the
end of the simulation (10 hours) the RTF case weak-
ens considerably compared to the CTL simulation,
while the FTR case is maintained at a similar or
slightly stronger intensity (Fig. 3). It is also evident,
from this analysis that the system speeds in the three
simulations diverge during this period, with the RTF
simulation exhibiting a faster forward motion com-
pared to the CTL, and while the FTR is slower.

Plots of total upward mass �ux (tmfu), total con-
densate (tcond), and total rainfall (train) (Fig. 4a,
b, c) further illustrate the di�erences in storm inten-
sity, as the FTR simulation features the strongest
tmfu, tcond, and train from approximately 5 hours
onward. This would suggest that the addition of
the FTR jet enhances storm intensity and prolongs
storm lifetime, as the MCS in the FTR simulation
maintained a stronger intensity through the end of
the 10 hour simulation (Fig. 3). That the PAR MCS
exhibits behavior very similar to CTL MCS suggests
that the LLJ has the most signi�cant e�ect in the
line-perpendicular direction. As a result, we focus
our attention on the RTF and FTR simulations for
the the remainder of this paper.

While the aforementioned analysis, primarily in
terms of precipitation output, suggests that the FTR
simulation generates a stronger storm, an analysis
of maximum updraft speed (wmax) suggests other-
wise. After approximately 8 hours (again, once the
jet has reached maximum intensity) the RTF simu-
lation features a stronger maximum updraft by ap-
proximately 5 ms−1 compared to the FTR simula-
tion (Fig. 4d). This presents a slight conundrum
in terms of evaluating storm intensity, as two com-
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mon metrics, precipitation output and vertical veloc-
ity, provide di�ering answers as to which simulation
produces a stronger storm. In order to further eval-
uate this dichotomy, we next analyze the processes
at work in these simulations.

4.2 RKW Analysis

Rotunno et al. (1988) (hereafter RKW) presented a
theory for long-lived squall lines that focuses on a
balance between the strength of the horizontal vor-
ticity generated by system's cold pool (c) and by the
low-level environmental wind shear (∆u). In the �op-
timal� case, (c/∆u ∼ 1) the vorticity generated by
the cold pool is equal in magnitude and opposite in
sign to that generated by the vertical shear. The
result is a horizontal vorticity balance that produces
a vertically oriented updraft, favoring deep lifting
that readily transports parcels to their level of free
convection (LFC) and thus sustains the convective
system.

A wide range of updraft orientations were ob-
served for the simulated cases in this study. Fig.
5 illustrates that the updraft in the CTL simulation
is clearly sub-optimal, featuring a rearward tilt, and
the FTR simulation is even less optimal. However,
the RTF simulation features a considerably more
erect updraft suggesting that it is more nearly opti-
mal in the RKW sense. Given that the CTL run was
sub-optimal to begin with, and that c is comparable
between the runs, the more erect updraft featured
in the RTF simulation is likely due to to an increase
in vertical shear resulting from the addition of the
LLJ.

In both the RTF and FTR cases, the vertical shear
has increased below the level of maximum wind in
the jet (Fig. 6). This owes to the prescribed shape
of the jet, featuring a rapid increase in wind below
the jet max, with a more gradual decrease above.
However, the sign of ωy is important, as it needs to
oppose the ωy generated by the bore (for the opti-
mal case). The RTF case features enhanced ωy of
the appropriate sign (Fig. 6) to create a more RKW-
optimal situation and to favor the erect updraft ob-
served in Fig. 5. In the FTR case, the below-jet ωy is
of the same sign as that generated by the bore, sug-
gesting sub-optimal conditions, which would explain
the extreme rearward tilt of the updraft seen in Fig.
5. A layer of enhanced positive vorticity is present
in the FTR simulation above the LLJ, centered at
approximately 2100 m (Fig. 6). However, there is
no CAPE present in this layer, and it is above the
primary region of storm in�ow, which suggests that
these parcels are likely not playing a signi�cant role

in the maintenance of the simulated MCS.
Thus the addition of the LLJ does have a signi�-

cant e�ect on storm structure and updraft strength.
The RTF jet causes an increase in the shear that op-
poses the bore, with an associated increasingly verti-
cal orientation of the updraft, as RKW theory would
suggest. This accounts for the increased wmax seen
in the RTF case. However, it does not explain why
the FTR case has the larger precipitation output.
To investigate this we analyze how the LLJ e�ects
the storm relative in�ow.

4.3 Storm Relative In�ow

In the case of elevated convection, the key to storm
longevity is an elevated source of high-θe air that
provides the in�ow to sustain the storm (the ESRI
discussed by Gale et al. 2002). A signi�cant fea-
ture of the LLJ is that it tends to be located just
above the top of a near-surface stable layer, within
this layer of high-θe air. By altering the wind �eld
within this zone of unstable air, the LLJ can have a
signi�cant e�ect on the ESRI that sustains an MCS
(Gale et al. 2002). This was very evident in the case
at hand, as the simulations including the RTF jet
experienced a decrease in ESRI (represented by the
storm relative mass �ux in Fig. 7b), while the sim-
ulations with the FTR jet featured an increase (Fig.
7a).

These variations in ESRI ultimately correspond
to di�erences in precipitation output. As warm,
moist air parcels are �uxed into the storm they as-
cend through the the updraft region. More air being
�uxed into the storm results in more parcels being
lifted, more condensation taking place per unit time,
and greater hydrometeor production. This increase
in hydrometeor production ultimately results in an
increase in precipitation output, as seen in the FTR
simulation (i.e. Fig. 4b, c). The opposite can be
observed within the RTF simulation, wherein de-
creased mass �ux leads to fewer parcels being in-
gested into the storm and lifted, decreased hydrom-
eteor production, and ultimately a decrease in pre-
cipitation.

Since the magnitude of the storm-relative winds
are governed by the background wind pro�le as well
as the storm motion, it is of interest to determine if
the changes in ESRI were attributable to the addi-
tion of the LLJ alone, or due to variations in storm
motion. From Fig. 8 it is clear that while the ad-
dition of the LLJ caused some change in the storm
motion, these changes were generally small, with the
RTF being about 1 ms−1 faster than the CTL and
the FTR being about 1 ms−1 slower. These changes
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are trivial in comparison to the 5 ms−1 magnitude
of the imposed LLJ. Additionally, since the RTF jet
works to accelerate storm motion, if the changes in
ESRI were due merely to di�erences in storm mo-
tion, then the ESRI would increase in the RTF case,
which does not happen. Thus the changes in ESRI
are likely due to the addition of the LLJ to the back-
ground wind pro�le, with the direction of the jet (to-
ward or away from the system) playing a signi�cant
role in whether the ESRI is increased or decreased.

5. DISCUSSION

Based on the results discussed above, it is evident
that the LLJ e�ects both the updraft tilt and the
storm relative in�ow. It is the latter of these that
has the strongest e�ect on the intensity of the MCS.
This makes sense, as at the most basic level it is the
supply of high-θe air that is of primary importance
to storm sustenance. Once this supply is cut o�, or
reduced as in the RTF case, the storm will weaken
and dissipate. If this occurs, the tilt of the updraft
becomes academic, as there are few/no parcels to be
lifted by the updraft to sustain the storm. Thus the
LLJ has the most signi�cant e�ect on storm precip-
itation output by modulating the amount of mass
that is ingested by the storm and subsequently con-
densed into precipitation.

This is not to discount the importance of updraft
tilt when it comes to lifting parcels to their LFCs,
as even the strongest storm-relative in�ow will be
of little consequence if cannot be su�ciently lifted.
However, in the case at hand the depth of the bore
lifting is su�cient for parcels to reach their LFCs
via isentropic ascent (Fig. 9). The LFC for ele-
vated parcels in this case is approximately 2 km,
and the bore extends up to 2.5 km. As a result, in
this case, storm precipitation output is governed by
the amount of mass being �uxed into the storm by
the storm-relative in�ow, and the tilt of the updraft
is of little importance.

6. CONCLUSIONS

Idealized numerical simulations were used to inves-
tigate the e�ects of a simulated nocturnal low-level
jet on an elevated, nocturnal MCS. These simula-
tions demonstrated two primary results. First, the
addition of the LLJ has a dramatic e�ect on the low-
level vertical wind shear within the jet layer, with
the direction of the jet governing whether the shear
is increased or decreased in this layer. This change
in shear can in turn have a notable e�ect on the tilt
of the storm's updraft, as discussed by RKW.

Second, the addition of the low-level jet works to
modulate the storm relative in�ow, again with the
direction of the jet governing whether the in�ow in-
creases or decreases. This change in storm-relative
in�ow appeared to have the most signi�cant e�ect
on storm intensity in terms of precipitation output.
The FTR (RTF) jet resulted in increased (decreased)
storm relative in�ow, and an associated increase (de-
crease) in intensity. Thus the presence of the LLJ ap-
pears to play an important role in modulating storm
intensity beyond merely priming the environment for
convection or providing a forcing mechanism as out-
lined in prior studies.

These results also suggest that, provided that
parcels can readily reach their LFCs, the tilt of the
updraft determined by the cold pool/shear balance
theory presented by RKW, is of secondary impor-
tance to the strength of the storm-relative in�ow
when it comes to determining storm intensity. This
is not to say that the tilt of the updraft is not im-
portant in cases wherein parcels need to be displaced
to a greater altitude to reach their LFC, but rather
that in the case at hand it was of little importance.
This �nding may help explain observed cases of in-
tense squall lines such as derechos that are far from
optimal in terms of cold pool/shear balance, yet per-
sist as intense storms for long durations. Since these
types of MCSs tend to feature deep cold pools and
rapid forward motion, the depth of the cold pool
may be su�cient to displace parcels to their LFC
while the rapid forward motion would tend to en-
hance storm-relative in�ow in a similar manner to
the FTR jet presented herein, leading to long-lived
intense squall lines.

7. FUTURE WORK

In order to fully examine the role of horizontal mass
�uxes, several additional experiments have been pro-
posed. First, the experiments presented herein fo-
cused solely on changing the direction of the LLJ,
while holding the jet speed constant. It is of in-
terest to examine any e�ects that a change in LLJ
speed has on storm intensity and longevity. This
may be particularly signi�cant in modulating hori-
zontal mass �ux, as a faster jet would likely amplify
the e�ects seen in the present study. Additionally,
along the lines of the work of Cor�di et al. (1996)
and Cor�di (2003) it would be of interest to run
some completely 3D simulations (i.e. with a convec-
tive line that does not span the entire model domain)
using the parallel jet described herein, or perhaps a
jet oriented at an angle to the line. Previous work
has demonstrated that surface-based MCS motion
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is strongly related to low-level shear and in�ow, and
it would be useful to determine if these parameters
govern elevated MCS motion as well.
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Figure 1: Time-series of hourly vertical perturbation u-wind pro�les illustrating the development of the simulated LLJ. This
plot is for the rear-to-front (RTF) case, however the front-to-rear (FTR) case has an identical shape, but of opposite sign.
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Figure 2: Schematic illustrating the di�erent LLJ orientations used in this study.
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Figure 3: Plan view plots of simulated radar re�ectivity (dbz) taken at z = 2 km for the CTL (a,b,c), FTR (d,e,f), and RTF
(g,h,i) simulations at 480, 540, and 600 minutes into the simulation.

Figure 4: Time series of a) total upward mass �ux (tmfu, kg), total condensate (tcond, kg), total rainfall (train, kg), and
maximum vertical velocity (wmax, ms−1) from 3-10 hours for the RTF (red), FTR (green) and PAR (black) simulations. The
CTL and PAR simulations were very similar, so for clarity only the PAR is plotted.
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Figure 5: Cross section of along-line averaged u and w component wind vectors at 8 hours for the CTL (black), RTF (red) and
FTR (green) simulations.

8



Figure 6: Vertical cross-section of along-line averaged horizontal vorticity (s−1, shaded), potential temperature (K, heavy black
contours), convective available potential energy (J/kg, thin, dashed contour) and storm-relative wind vectors consisting of the
u and w components (ms−1) for a) RTF and b) FTR simulations at 8 hours.
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Figure 7: Vertical cross-sectional di�erence plots of along-line averaged storm-relative horizontal mass �ux (kg/s) for a) FTR
and b) RTF simulations compared to the CTL simulation.
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Figure 8: Time series plot of storm speed for CTL (black), RTF (red) and FTR (green) simulations.

Figure 9: Cross-section of along-line averaged potential temperature at 8 hours from the CTL simulation, illustrating the depth
of the bore compared to the LFC height. Dashed black line denotes the LFC height, while the curved arrow illustrates the path
of parcels that cross the LFC while ascending along the bore.
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