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1. INTRODUCTION 
 

Weather conditions can seriously impact 
aircraft operations, which places great importance 
on how weather-related information is collected, 
managed, disseminated, and utilized in the air 
traffic management (ATM) decision-making 
process.  The primary role of weather information 
is to provide guidance where and when aircraft 
may fly safely.  Weather forecasts have to be 
translated into information that is directly relevant 
to the aviation users and service providers.  The 
uncertainty of weather forecasts has to be 
accounted for as well in the risk assessment and 
decision-making process.  Moreover, the expected 
increase in air traffic flow requires largely 

automated, machine-to-machine communicating 
decision-making tools to effectively assist the 
human managing the airspace.   

Weather forecasting increasingly relies on 
ensemble-based probabilistic predictions.  This 
paper discusses a novel concept of creating 
probabilistic scenario forecasts that are tailored 
from an aviation perspective.  A preliminary 
assessment of the value of such ensemble-based 
probabilistic forecasts is presented as well.  The 
focus is primarily on convective storms; however, 
the new concept is applicable to other aviation 
weather hazards also.  The presented approach 
may be useful for en route air traffic management, 
but we envision that it could also be adapted for a 
terminal area focus.   

 

 
 

Figure 1.  Contrasting concepts of aviation user involvement. 
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Figure 2.  Translation of weather into ATM capacity impact based on utilizing MinCut theory. 
 
 

 

 
 

Figure 3.  Relation between fractional echo area coverage and available flow capacity ratio. 
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2. AVIATION WEATHER FORECASTING 
 

Steiner et al. (2008) presented a new concept 
of utilizing ensemble weather forecast output to 
create probabilistic predictions of aviation-relevant 
information.  The central point of the advocated 
approach is to bring a userʼs perspective into the 
analysis of each ensemble forecast member and 
subsequently ensemble user-relevant information 
(Fig. 1).  This is in stark contrast to generating a 
probabilistic weather forecast and then let the user 
figure out what to do with it.   

Incorporation of the user application needs 
into the analysis essentially results in a translation 
of ensemble weather forecasts to probabilistic 
user-relevant information, as discussed next.   
 
2.1 Translation of weather to ATM information 
 

Aviation traffic flow managers are interested in 
how much traffic they may be able to pass through 
a given airspace at some point in the future.  The 
available airspace capacity is a function of the 
amount of hazardous weather present as well as 
other factors, such as traffic controller workload 
and traffic demand.  In addition, traffic constraints 
up- and downstream of a particular airspace may 
have an impact as well by limiting the overall flow.   

From a network perspective, the maximum 
throughput is determined by its bottlenecks, which 
may be estimated based on the max-flow min-cut 
theorem (Mitchell et al. 2006; Krozel et al. 2007).  
For a given situation, the computed MinCut value 
depends on the spatial scale of the domain of 
interest, which is why a normalization of the 
MinCut is applied by dividing it with the 
corresponding MinCut value under no weather 
obstruction (Fig. 2).  The resulting available flow 
capacity ratio (Song et al. 2007, 2008) represents 
a non-dimensional measure ranging between zero 
(i.e., unusable airspace without any capacity) and 
unity (fully usable airspace without weather 
constraints).  Note, however, that airspaces may 
still have constraints based on controller workload, 
traffic demand, or flow constraints associated with 
up- and downstream air spaces, a fact that isnʼt 
consider in the present analyses.  Thus, the 
results discussed in this paper are potential 
capacity estimates based on hazardous weather 
present in an airspace.   

The available flow capacity ratio decreases 
sharply as weather hazards become more 

widespread.  Figure 3 shows this relationship 
based on radar observations of convective 
weather and numerical weather prediction model 
output for both East-West (E-W) and North-South 
(N-S) traffic flows.  The MinCutʼs are determined 
based on a Required Navigation Performance 
(RNP) of 4.   
 
2.2 Ensemble forecasts for 27 – 29 June 2007 
 

The 27 June 2007 date exemplifies a day 
when weather caused major delays across the 
northeastern United States (US).  The New York 
area was particularly affected with average delays 
of several hours, but major delays were common 
to all major airports from the southeast to the 
northeast, and in the midwest.  This massive, 
weather-related aviation impact was caused by a 
major outbreak of convective storms across the 
northeastern US that affected both en route traffic 
as well as arrival and departure routes of major 
airports.   

This study utilized an operational ensemble 
model developed by the National Center for 
Atmospheric Research (NCAR) in support of the 4-
dimensional weather (4DWX) forecasting effort at 
the Army Test and Evaluation Command (ATEC) 
ranges.  Ensemble simulations were carried out 
with the Real-Time Four-Dimensional Data 
Assimilation (RT-FDDA) modeling system (Liu et 
al. 2006, 2007, 2008) using a setup of 28 
ensemble members for two nested grids with 30 
km and 10 km resolution.  The results discussed 
here are based on the 10-km resolution domain 
that covers the northeastern US.   

The domain covered by the 10-km ensemble 
model runs is shown in Fig. 4a together with the 
radar-observed and rain gauge-adjusted hourly 
precipitation accumulation ending at 21 UTC on 27 
June 2007.  The mean and standard deviation of 
the ensemble-based, 9-h forecast of the hourly 
precipitation accumulation valid at that time are 
illustrated in Figures 4b and 4c, respectively, while 
Figure 4d reveals the number of ensemble 
members exceeding a 2-mm hourly precipitation 
accumulation threshold.  These ensemble model 
forecast summary plots indicate a widespread 
storm activity over the northeastern US; however, 
storm organization details are clearly lost in the 
averaging process.   
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Figure 4.  Observation and 9-h ensemble forecast information valid for 27 June 007 at 21 UTC. 

 

 

 
 

Figure 5.  Individual ensemble members of the 9-h forecast valid for 27 June 2007 at 21 UTC.  
Details about the membership configuration are provided in Table 1.   
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The individual 28 members of that same 9-h 
ensemble precipitation forecast are presented in 
Figure 5.  The 15 MM5-based forecasts (labeled  
“-M-“) are shown on the left, 7 of which were 
initialized using the Global Forecast System (GFS) 
and 8 using the North American Model (NAM).  
The 13 WRF-based members (labeled “-W-“) are 
shown on the right, with 10 members based on a 
GFS and 3 a NAM initialization, respectively.  
Figure 5 highlights a wide variety of possible 
weather outcomes, ranging from a few isolated 
intense storms (e.g., members GFS-M-CBM1 and 
NAM-M-CBM1) to widespread precipitation (e.g., 
member GFS-W-CBMJ), and much in between 
these two opposite outcomes.   

The analysis steps of creating a probabilistic 
aviation user-relevant forecast are shown in Fig. 6.  
First, a grid of relevant shape and size (for 
simplicity we use a Cartesian grid here) gets 
overlaid on each ensemble forecast member (Fig. 

6a).  Second, for each gridbox the weather pattern 
is analyzed from a user perspective (utilizing the 
available flow capacity ratio as a measure) based 
on all ensemble members (Fig. 6b).  Third, these 
ensemble-based gridbox values are rearranged 
and binned into a distribution of counts (Fig. 6c), 
which would be a probability density function 
(PDF) if properly calibrated.  For illustration 
purposes, we utilize the cumulative distribution 
function (CDF) instead (Fig. 6d), which can be 
used to visualize the likelihood of exceeding a 
threshold.  Figure 7, finally, shows the spatial 
likelihood of the available flow capacity ratio (RNP 
= 4) to drop below 0.7 (i.e., a 30% capacity 
reduction) based on a 9-h forecast and 50 km 
analysis grid.  The warmer the colors in Fig. 7 (left 
panel) the higher the chance of losing capacity in 
E-W direction.  The panel on the right in Fig. 7 
shows the actual weather at forecast valid time.   

 

 
Figure 6.  Analysis steps to create user-relevant probabilistic forecast information. 

 
 
3. FORECAST EVALUATION 
 

An objective assessment of the ensemble 
forecast system performance requires long-term 
comparisons of predictions and observations (e.g., 
Gneiting et al. 2007; Jones et al. 2007; Stensrud 
and Yussouf 2007).  The amount of data collected 

and processed as part of this proof-of-concept 
analysis provides only limited insight to the overall 
performance of the ensemble forecast system.  
However, our analyses revealed some noteworthy 
results.   
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3.1 Weather focus 
 

Figure 8, which is based on a single gridbox, 
shows that the performance of the 9-h ensemble 
forecast varies with time—for example, the center 
50% (i.e., the box) of the forecast ensemble 
doesnʼt always embrace the observed outcome 
(red dot).  Applying this kind of thinking to all the 
ensemble forecasts made for the 25 – 29 June 
time period, a simple contingency-matrix approach 
(Fig. 9, left side) can be designed to analyze the 
entire forecast dataset.  The results thereof are 
summarized in a table (Fig. 9, right side), which 
shows the Percent Correct (PC), Critical Success 
Index (CSI), False Alarm Rate (FAR), Probability 

Of Detection (POD), and the Pierce Skill Score 
(PSS), respectively, for the 3-, 6-, and 9-h 
ensemble forecasts and focusing on fractional 
echo area coverage within a gridbox of 400 km.  
The forecast performance based on these 
numbers seems pretty good; however, we have to 
keep in mind that the forecast skill depends on the 
spatial scale of the analysis, an intensity threshold 
applied, and the type of weather present.   

Additional analyses aimed at shedding light on 
a potential dependence of forecast skill on the 
magnitude of weather event are discussed next.  
This includes analyses of both weather and 
aviation-relevant information.   

 

 
Figure 7.  Predicted probabilistic available flow capacity ratio (left) based on expected weather 

hazards to be present on 27 June 2007 at 21 UTC versus observed actual weather (right). 
 
 
3.2 Aviation focus 
 

Figure 10 highlights a marked trend of the 
ensemble model forecast performance as a 
function of the magnitude of weather event.  Each 
panel of Figure 10 shows the difference between 
modeled and observed parameter values based 
on all ensemble members for the available flow 
capacity ratio (upper panels) and the fractional 
echo area coverage (lower panels).  The results 
based on the 3-h forecasts are shown in the left 
panels, the 6-h forecasts in the middle panels, and 

the 9-h forecasts in the right panels.  Within each 
panel, all the values of difference between 
ensemble member and observation are grouped 
into several bins representing a magnitude range 
of the weather event.  For example, the available 
flow capacity ratio is grouped into bins of values 
smaller than 0.5, 0.5 – 0.89, 0.9 – 0.99, and unity.  
Similarly, the fractional echo area coverage is 
divided into bins of 0% – 1%, 1% – 2%, 2% – 5%, 
and larger than 5%.  For each bin, the distribution 
of values is visualized by a boxplot and the 
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membership count is indicated at the bottom of the 
respective distribution.   

At a 200-km gridbox scale, the ensemble 
model tends to increasingly overpredict the 
available flow capacity ratio with increasing 
magnitude of the weather event, as revealed by 
Figures 10a – 10c.  This overprediction is directly 
related to a corresponding underprediction of the 
fractional echo area coverage, as shown by 

Figures 10d – 10f.  Similar trends were observed 
for other spatial scales as well.  A positive aspect 
of this behavior is that the observed trend seems 
to be essentially independent of the forecast lead 
time, which opens the door for a calibration by 
means of post-processing the data.  A proper 
calibration, however, requires large amounts of 
data collected over long time periods, which 
remains to be done.   

 
Figure 8.  Timeseries of ensemble-based 9-h forecast spread of fractional echo area coverage for 

25 – 29 June 2007 and one 400 km gridbox. 
 
 
3.3 User impact 
 

Assessment of ensemble-based probabilistic 
forecasts will not be complete without a proper 
evaluation of the forecast value to an aviation 
user.  Plans are being made to utilize NASAʼs 
Future ATM Concepts Evaluation Tool (FACET) 
for a user impact evaluation.   
 
 
4. SUMMARY 
 

In the NextGen, air traffic management will be 
largely done by utilizing automated decision 
support tools that integrate probabilistic weather 
information.  Toward developing that capability, 
this paper presented a concept of using ensemble-
based numerical weather prediction model data for 
weather-related, probabilistic aviation impact 

forecasting.  The approach combines: (1) the use 
of ensemble model data to create probabilistic 
information and (2) incorporation of the aviation 
user perspective directly into the analysis of 
ensemble data.  The second aspect reflects a 
paradigm shift from “ensembling weather 
information“ to “ensembling user-relevant 
information”, which entails a translation of weather 
forecasts into aviation impact predictions.   

This paper showed results of a proof of 
concept study that used convective storms as an 
example, but the approach is equally applicable to 
other aviation weather hazards, such as 
turbulence (already explored, but not discussed 
here), icing, or ceiling and visibility.  It is 
envisioned that the proposed probabilistic, 
weather-related aviation impact forecasts will be 
used by air traffic controllers, traffic flow 
managers, and airline dispatchers to make 
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strategic decisions on en route traffic flow as well 
as individual flights.  However, it is also possible to 
tailor the presented concept for terminal area 
applications, such as predicting major wind shifts 
on runways, the onset of precipitation, or a 
transition from rain to snow at aviation-critical 
locations.   

The results shown in this paper represent an 
initial assessment of the performance skill of 
probabilistic aviation impact predictions as a 
function of forecast lead-time, spatial scale, and 
magnitude of the impacting weather event.  
Additional work remains to be done, especially 
with regard to optimal creation of the ensemble 
membership and a proper calibration of the 
ensemble-based probabilistic forecasts—both of 
them constitute major modeling and verification 
community research efforts.  Furthermore, the 
visualization of probabilistic aviation impact 
forecasts for human examination has to be 
optimized, the forecast products have to be 
evaluated under real-time conditions in an 
operational setting, and, last but not least, 
appropriate user training has to be implemented.   
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Figure 9.  Forecast performance skill assessment design and summary statistics for 

25 – 29 June 2007 and 400 km gridboxes. 
 
 
 

 
 

Figure 10.  Ensemble prediction performance assessment of the available flow capacity ratio 
(upper panels) and fractional echo area coverage (lower panels) based on corresponding 
observations and magnitude of weather constraints for 200 km gridboxes and RNP = 4. 
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Table 1.  Overview of the ensemble RT-FDDA membership configuration.  The control runs (“CTRL”) are 
indicated by the gray shading.  For the other ensemble members only the respective modification (compared to the 
control run) is pointed out.  [CPS = Convective Parameterization Scheme; MPS = MicroPhysics Scheme; PBL = 
Planetary Boundary Layer; LSS = Land Surface Scheme; LRS = Longwave Radiation Scheme; SRS = Shortwave 
Radiation Scheme.]   
 

Model Initialization Configuration Label 

MM5 GFS CPS: Grell (1993) 
MPS: Reisner et al. (1998) 
PBL: Hong and Pan (1996) 
LSS: Chen and Dudhia (2001) 
LRS: Mlawer et al. (1997) 
SRS: Dudhia (1989) 

GFS-M-CTRL 

  Same as GFS-M-CTRL, except alternate 
CPS: Betts and Miller (1986) 

GFS-M-CBM1 

  Same as GFS-M-CTRL, except alternate 
CPS: Kain and Fritsch (1993) 

GFS-M-CKF2 

  Same as GFS-M-CTRL, except alternate 
MPS: Tao and Simpson (1993) 

GFS-M-MGOD 

  Same as GFS-M-CTRL, except alternate 
MPS: Reisner et al. (1998), with graupel 

GFS-M-MRE2 

  Same as GFS-M-CTRL, except random positive 
perturbation of surface observations 

GFS-M-SFCA 

  Same as GFS-M-CTRL, except random negative 
perturbation of surface observations 

GFS-M-SFCB 

 NAM Same as GFS-M-CTRL, except for different initialization NAM-M-CTRL 

  Same as NAM-M-CTRL, except alternate 
CPS: Betts and Miller (1986) 

NAM-M-CBM1 

  Same as NAM-M-CTRL, except alternate 
CPS: Kain and Fritsch (1993) 

NAM-M-CKF2 

  Same as NAM-M-CTRL, except alternate 
MP: Tao and Simpson (1993) 

NAM-M-MGOD 

  Same as NAM-M-CTRL, except alternate 
MP: Reisner et al. (1998), with graupel 

NAM-M-MRE2 

  Same as NAM-M-CTRL, except reduced radius of 
influence for observation nudging 

NAM-M-R100 

  Same as NAM-M-CTRL, except random positive 
perturbation of upper air observations 

NAM-M-UPRA 

  Same as NAM-M-CTRL, except random negative 
perturbation of upper air observations 

NAM-M-UPRB 
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Table 1.  (continued)   
 

Model Initialization Configuration Label 

WRF GFS CPS: Kain and Fritsch (1993), modified 
MPS: Lin et al. (1983) 
PBL: Hong et al. (2006) 
LSS: Chen and Dudhia (2001) 
LRS: Mlawer et al. (1997) 
SRS: Dudhia (1989) 

GFS-W-CTRL 

  Same as GFS-W-CTRL, except alternate 
CPS: Janjic (1994) 

GFS-W-CBMJ 

  Same as GFS-W-CTRL, except alternate 
CPS: Grell and Dévényi (2002) 

GFS-W-CGDE 

  Same as GFS-W-CTRL, except alternate 
MPS: Rogers et al. (2001) 

GFS-W-MFER 

  Same as GFS-W-CTRL, except alternate 
MPS: Thompson et al. (2006) 

GFS-W-MTHO 

  Same as GFS-W-CTRL, except alternate 
MPS: Hong and Lim (2006) 

GFS-W-MWS6 

  Same as GFS-W-CTRL, except alternate 
PBL: Janjic (2002) 

GFS-W-PMYJ 

  Same as GFS-W-CTRL, except alternate 
LRS&SRS: Collins et al. (2004) 

GFS-W-RCAM 

  Same as GFS-W-CTRL, except alternate 
LRS: Schwarzkopf and Fels (1991) 

GFS-W-RGFD 

  Same as GFS-W-CTRL, except alternate 
SRS: Chou and Suarez (1994) 

GFS-W-RGOD 

 NAM Same as GFS-W-CTRL, except for different initialization NAM-W-CTRL 

  Same as NAM-W-CTRL, except alternate 
MPS: Hong et al. (1998) 

NAM-W-MWS5 

  Same as NAM-W-CTRL, except alternate 
PBL: Janjic (2002) 

NAM-W-PMYJ 

 


