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1. INTRODUCTION 

Numerical simulations of dispersion in an ur-
ban environment are complex and require 
substantial computational effort. Simpler models 
such as empirical (Gaussian) models, diagnostic 
models (which use only the mass conservation 
equation) or Computational Fluid Dynamics (CFD) 
models with full parameterization of turbulence, 
i.e., Reynolds-averaged Navier-Stokes (RANS) 
codes were used in the past for these complex 
tasks. Simplified models can compute urban dis-
persion within a reasonable amount of time, but 
they are unable to capture the inherently unsteady 
plume dynamics driven by urban geometry. Direct 
numerical simulations (DNS) are simulations 
where the Navier-Stokes equations are numerical-
ly solved without any turbulence model. These 
simulations are able to compute transient flow dy-
namics, but they are prohibitively expensive for 
most practical flows at moderate-to-high Reynolds 
numbers, and especially so for urban contaminant 
transport (CT) studies. Large Eddy Simulation 
(LES) constitutes an effective intermediate ap-
proach between DNS and the RANS methods 
(Sagaut, 2004). LES is capable of simulating flow 
features that cannot be handled with RANS such 
as significant flow unsteadiness and localized vor-
tex shedding, and provides higher accuracy than 
the industrial methods at lower cost. LES solutions 
converge to the solutions of the Navier-Stokes 
equations as resolution is increased, whereas 
RANS generally do not. Because the larger-scale 
unsteady features of the flow govern the unsteady 
plume dynamics in urban geometries, the LES 
approximation can capture some key features 
which the RANS methods and the various Gaus-
sian plume methodologies cannot. Nowadays 
increasing computer power enabled the possibility 
to use LES models for urban dispersion simula-
tions. 
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Establishing the credibility of urban CFD solu-
tions has been one of the stumbling blocks to their 
widespread use. Code validation using experi-
ments requires well-characterized datasets with 
information adequate for defining and evaluating 
unsteady simulations. Unfortunately, current full-
scale field studies do not fully provide this informa-
tion. The number of trials is limited and the data 
acquired is typically too sparse and/or insufficient 
to properly characterize the flows. Further, the 
inherent variability of the experimental results 
cannot be measured from these data. Validation 
data for numerical models are not just any experi-
mental data; they must fulfill certain requirements 
with respect to completeness, spatial and temporal 
resolution, accuracy, representativeness and do-
cumentation of the measured results 
(Schatzmann, et al., 2002). If these requirements 
are not met, too many degrees of freedom remain 
to set-up unique numerical model runs. A wide 
variety of numerical results can be generated with 
reasonable assumptions for the input data, with 
the consequence that a solid conclusion concern-
ing the model quality cannot be reached. 

To overcome these problems, datasets that 
match the complexity of specific groups of models 
are needed. For the validation of Large Eddy 
Simulation models for urban applications, data are 
needed that comprise flow and turbulence fields in 
combination with concentration fields measured 
with high resolution in space and time within the 
urban boundary layer. Field trials are essential for 
validation but do not yet provide complete valida-
tion data. In addition, specific data are required 
that test the particular parameterizations this mod-
el type applies. Under certain limiting conditions, 
such datasets can be generated under carefully 
controlled conditions in well-equipped boundary 
layer wind tunnels. The results presented here 
were obtained as part of a joint research project of 
the Meteorological Institute of the University of 
Hamburg and the Naval Research Laboratory. 
Two of the goals of this study were:  
1. to create benchmark quality datasets for the 

validation of time-resolved urban CFD models 
such as FAST3D-CT, 



2. to create a description for data acquisition and 
reduction to adequately characterize turbulent 
inflow and wind variability for urban CT models. 

2. BRIEF OUTLINE OF THE WIND TUNNEL 
EXPERIMENTS 

The aim of the wind tunnel measurements 
was to create a high quality reference dataset that 
is adequate to fulfill major model- and application-
specific validation data requirements for an LES-
based, urban flow and dispersion model. Numer-
ous flow and concentration measurements in two 
extended six-month wind tunnel campaigns were 
carried out. Oklahoma City was selected because 
one of the most extensive field campaigns in ur-
ban areas, Joint Urban 2003 (JU2003), was 
conducted there (Doran 2007). 

The wind tunnel measurements were carried 
out in the University of Hamburg’s large boundary 
layer wind tunnel facility 'WOTAN' (Figure 1). The 
25 m long wind tunnel provides an 18 m long test 
section equipped with two turntables and an ad-
justable ceiling. The cross section of the tunnel 
measures 4 m in width and 2.75 to 3.25m in 
height, depending on the position of the adjustable 
ceiling.  

 
Figure 1. The large boundary layer wind tunnel facil-
ity 'WOTAN' of the University of Hamburg. 

While free stream wind speeds of more than 
20 m/s can be realized in the test section, the typi-
cal wind velocities chosen for atmospheric flow 
and dispersion modeling are in the range of 5 m/s 
to 15 m/s. The model boundary layer flow is gen-
erated by a carefully optimized combination of 
turbulence generators (~spires) at the inlet of the 
test section and a floor roughness. 

Figure 2 shows the wind tunnel model of the 
Central Business District of Oklahoma City (OKC) 
mounted in the wind tunnel in the scale of 1:300. 
The diameter of the detailed wind tunnel model 

was 3.5 m, corresponding to 1050 m at full-scale. 
The spires and floor roughness elements can be 
seen upstream of the test section with the OKC 
model. 

 
Figure 2. Wind tunnel model of the Central Business 
District of Oklahoma City. 

For dispersion modeling and measurements, 
at ground level several point emission sources 
were flush-mounted in the model. The circular re-
lease area had a diameter of 7 mm (model scale), 
corresponding to 2.1 m at full scale. To avoid the 
formation of a significant vertical jet at higher 
emission rates, the source area was covered by a 
top, 3.5 mm (1.05 m full-scale) above ground lev-
el. Figure 3 shows two of the sources mounted 
near the Westin Hotel. 

 
Figure 3. Two sources mounted next to the Westin 
Hotel. 

The modeled release locations were chosen 
in accordance with some of the release sites used 
during the JU2003 field campaign. In order to si-
mulate instantaneous puff releases, a continuous 
by-pass flow of tracer gas was temporarily switch-



ed to the source by means of a fast solenoid mi-
cro-valve. With this setup, the release rate could 
be kept constant for repetitive releases lasting 
much less than a second at model scale. The pre-
cise repeatability of releases and the consistency 
of puff modeling were verified by extensive syste-
matic test series prior to the actual model tests. A 
Fast Flame Ionization Detector mounted to a tra-
verse system measured puff dispersion. Whereas 
sampling took place near the ground, the instru-
ment was located well above the urban structures 
to avoid flow disturbances by the instrument 
(Figure 4). 

 

  
Figure 4. Fast Flame Ionization Detector within the 
model of Oklahoma City. 

During the first wind tunnel campaign, flow 
measurements with a high temporal and spatial 
resolution within the model area were carried out. 
A 2D Laser Doppler Anemometer system (LDA) 
provided flow data at sampling rates of several 
hundred Hertz (up to more than 1 kHz under fa-
vorable conditions), resolving even small-scale 
turbulence in time. More than 2500 individual flow 
measurements at different locations were done to 
provide a high spatial resolution within the model 
area. The second objective of the first wind tunnel 
campaign was to characterize the inflow condi-
tions upstream of the Oklahoma model as 
precisely as possible. Therefore, the development 
of the boundary layer within the approach section 
of the wind tunnel was measured, documented 
and analyzed, and the modeled boundary layer at 
the end of the approach flow section upstream of 
the model was characterized by corresponding 
measurements. 

During the second wind tunnel campaign, the 
dispersion of puffs in urban environments was 
analyzed by systematic measurements. A major 
goal of these measurements was to evaluate the 

variability of transient dispersion phenomena with-
in the complex urban geometry. Hundreds of 
individual puffs were released under carefully con-
trolled conditions and the dispersion was captured 
by means of concentration measurements with 
high temporal resolution at several measurement 
locations. 

3. THE LARGE EDDY SIMULATION 
APPROACH FOR CONTAMINANT 
TRANSPORT 

Direct numerical simulation is prohibitively 
expensive for most practical flows at moderate-to-
high Reynolds number, and especially so for ur-
ban CT studies. On the other end of the CFD 
spectrum are the standard industrial methods such 
as the RANS approach, which simulate the mean 
flow and approximately model the effects of turbu-
lent scales (Hendricks 2004). 

 These are typically unacceptable for urban 
CT modeling because they are unable to capture 
the inherently unsteady plume dynamics driven by 
the urban geometry. LES is in between DNS and 
the RANS methods in complexity. Given its poten-
tial for higher computational efficiency, the 
Monotone Integrated LES (MILES) approach (see 
Grinstein 2004 for a recent review) is well suited 
for CFD-based plume simulation for urban-scale 
scenarios, an application where classical LES me-
thods are expensive. 

A practical example of urban-scale MILES is 
depicted in Figure 5 which shows contaminant 
dispersion in Times Square, New York City. The 
figure demonstrates the typical complex unsteady 
vertical mixing patterns caused by building vortex 
and recirculation patterns. The large variability of 
concentration values from minute to minute is evi-
dent and thus the need for unsteady, time-
dependent simulation models. 

3.1 The FAST3D-CT Model 

The FAST3D-CT three-dimensional flow si-
mulation model (Boris 2005, Cybyk 1999, 2001) is 
based on the scalable, low dissipation Flux-
Corrected Transport (FCT) convection algorithm 
(Boris 1973,1976). FCT is a high-order, monotone, 
positivity-preserving method for solving genera-
lized continuity equations with source terms. The 
required monotonicity is achieved by introducing a 
diffusive flux and later correcting the calculated 
results with an antidiffusive flux modified by a flux 
limiter. The specific version of the convection algo-
rithm implemented in FAST3D-CT is documented 
in Boris (1976, 1993).  



Relevant physical processes simulated in 
FAST3D-CT include complex building vortex 
shedding, flows in recirculation zones, and approx-
imating the dynamic subgrid-scale turbulent and 
stochastic backscatter. The model also incorpo-
rates a stratified urban boundary layer with 
realistic wind fluctuations, solar heating including 
shadows from buildings and trees, aerodynamic 
drag and heat losses due to the presence of trees, 
surface heat variations and turbulent heat trans-
port. Because of the short time spans and large air 
volumes involved, modeling a pollutant as well 
mixed globally is typically not appropriate. It is im-
portant to capture the effects of unsteady, buoyant 
flow on the evolving pollutant concentration distri-
butions. In typical urban scenarios, both particu-
late and gaseous contaminants behave similarly 
insofar as transport and dispersion are concerned, 
so that the contaminant spread can usually be 
simulated effectively based on appropriate pollu-
tant tracers with suitable sources and sinks. In 
other cases, the full details of multigroup particle 
distributions are required. Additional physics in-
clude multi-group droplet and particle distributions 
with turbulent transport to surfaces as well as gra-
vitational settling, solar chemical degradation, 
evaporation of airborne droplets, relofting of par-
ticles on the ground and ground evaporation of 
liquids. Incorporating specific models for these 
processes in the simulation codes is a challenge 
but can be accomplished with reasonable sophis-
tication. Details of the physical models in FAST3D-
CT are given in Patnaik (2005) and omitted here 
for brevity. The primary difficulty is the effective 
calibration and validation of all these physical 
models since much of the input needed from field 
measurements of these processes is typically in-
sufficient or even nonexistent. The simulation code 
is designed to run efficiently on a wide range of 
shared-memory platforms (e.g., SGI Altix, IBM 
Power4). Computational grids involving between 
15 and 50 million evenly spaced cells were typical-
ly used in the presently discussed simulations. 

4. BOUNDARY LAYER MODELING 

An important goal of the wind tunnel cam-
paign is to adequately describe the inflow 
conditions for the unavoidably finite computational 
domains used in CT numerical simulations. In ad-
dition to vertical and horizontal profiles upwind of 
the model area, the complete development of the 
boundary layer was documented and analyzed. 

 
Figure 5. Contaminant dispersion from an instanta-
neous release in Times Square, New York City as 
predicted by the FAST3D-CT model. The frames 
show concentrations at 3, 5, 7, and 15 minutes after 
release. 



Due to the limited number of simultaneous 
measurements possible in the wind tunnel, the 
experiments are typically not able to provide the 
high-resolution cross-stream data needed to re-
construct time and spatially varying inflow 
boundary conditions needed for the urban CFD. 
Therefore, the strategy is to utilize CFD to inde-
pendently model the approach section of the wind 
tunnel to characterize the upwind boundary layer 
for input to the urban CFD boundary conditions. 
Comprehensive comparisons of the approach 
modeling results against the wind tunnel data and 
adjustments to geometrical factors are made to 
validate the approach stream CFD data. The 
proper scale of the modelled boundary layer was 
verified by comparing integral length scales and 
spectral distributions of the turbulent kinetic en-
ergy with those of the real atmosphere. A careful 
adjustment of the modelled boundary layer en-
abled even large-scale turbulent wind fluctuations 
up to a time scale of approximately 45 minutes to 
be replicated at scale in the wind tunnel. 

4.1 Approach flow characterization 

4.1.1 Wind tunnel approach flow data 
In order to achieve a boundary layer flow 

similar to the conditions found upwind of the Cen-
tral Business District of Oklahoma City, a specific 
spires/floor roughness setup was used. In an itera-
tive process, the shape and arrangement of the 
spires and the floor roughness elements was var-
ied until the modelled boundary layer was in 
reasonable agreement with the full scale condi-
tions expected to be present in Oklahoma City. 
Seventeen vertical wind profiles along the wind 
tunnel center plane were measured. Each vertical 
profile consists of 20 measurement positions at 
heights between 10 m and 200 m height above 
ground in full scale. At each location, a 4-minute 
time series of the U (streamwise), V, (transverse) 
and W (vertical) component of the wind vector was 
taken with a sampling rate of at least 500 Hz. Al-
together, 660 time series are available in the 
database to describe in detail the development of 
the modeled boundary layer flow and to facilitate 
the replication in a numerical model. 

In a cross flow plane at the end of the ap-
proach section systematic, component-resolving 
two- point correlation measurements were done. 
For these measurements, two synchronized LDA 
systems were used. The first LDA system meas-
ured the U component of the wind vector at a fixed 
position for all correlation measurements. The 
second LDA system was measuring two compo-
nents of the wind vector simultaneously. 

Depending on the probe orientation, the U-V or U-
W components were recorded at more than 100 
different locations on a cross flow plane. From the 
recorded time series of both synchronized LDA 
systems, the correlation coefficients were calcu-
lated. 

4.1.2 CFD modeling of the approach flow-field 
CFD simulations corresponding to the expe-

riment in the wind tunnel can provide the 
necessary data needed to generate an accurate 
inflow condition for urban CFD. The CFD code 
employed for this task was FAST3D (Landsberg 
1994), from which FAST3D-CT was developed, 
employs virtual cell embedding to accurately re-
solve complex geometry. This code is particularly 
well suited to model the upwind geometry and the 
time-dependent turbulent flow field of the inlet area 
of the wind tunnel. The geometry of the spires and 
roughness elements in the wind-tunnel inlet were 
accurately captured in the flow field to generate 
the simulated turbulent urban boundary layer data. 

Three of the inlet spires were modeled out of 
the seven that actually are installed in the wind 
tunnel. This was enough to capture the important 
transverse structures and thereby reduce the size 
of the computations by taking advantage of the 
inlet feature transverse repeatability. Roughness 
elements were imposed at cell boundaries as infi-
nitesimally thin vertical tabs upwind along the 
lower surface. The tabs effectively blocked the 
stream-wise flow through those cells creating drag 
and small-scale turbulence along the floor. Various 
adjustments were made to the geometrical fea-
tures to improve agreement with the wind tunnel 
data. 

4.2 CFD approach flow comparison with wind 
tunnel data 

Figure 6 shows the comparison of the 
streamwise velocity U obtained by time averaging 
data from the simulations recorded in a transverse 
plane just upstream of the urban model. Various 
adjustments were made to the geometrical fea-
tures to improve agreement with the wind tunnel 
turbulent kinetic energy (TKE). 

The time history is recorded and can be used 
to determine phenomenological models to recon-
struct typical features of a 3D urban boundary 
layer for use by LES models. One technique that 
shows promise is Linear Stochastic Estimation 
(LSE) (Adrian 1988). LSE requires correlation 
coefficients between measured and observed val-
ues; in this case, velocity. 



 
Figure 6. Comparison of computational mean veloci-
ties and turbulent kinetic energy with wind tunnel 
data. 

 
Figure 7. Autocorrelations of U velocity within a 
cross flow plane upstream of the model area. 
Above: Experimental, Below: Computational. 

Figure 7 shows contours of the correlation 
coefficient between the U component of velocity at 
the reference point (fixed at the center) and the U 
component at other points in the cross-stream 
plane. Obviously, the autocorrelation at the refer-
ence point is 1.0. There is good agreement 

between the experimental and computational data. 
The correlation decreases for increasing distances 
away from the reference point. For lateral and ver-
tical distances greater than 150 meters in full 
scale, no significant correlations were found. The 
experiment data was recorded at only certain 
points in the plane, but the computational results 
cover the entire cross flow plane. 

Figure 8 shows the correlation coefficient of 
the U component measured at the reference point 
against the V component measured at different 
locations. Magenta denotes a positive correlation 
and red denotes a negative correlation. The U-V 
correlation coefficients calculated were found to be 
relatively small values compared to the U-U case. 
It should be noted that the highest correlations are 
not reached when both the reference points and 
the test points coincide with no correlation at the 
reference point itself. The contour plot shows 
areas of maximal positive and negative correla-
tions for distances about 100 meters in full scale 
between the two LDA systems. Both the experi-
ment and the computation show the weak 
correlation between U and V components, and are 
in good agreement with each other. 

 
Figure 8. U against V correlations of the wind vector 
within a cross flow plane upstream of the model 
area. Above: Experimental, Below: Computational. 



5. FLOW MEASUREMENTS WITHIN THE 
MODEL AREA 

The objective of the wind tunnel flow mea-
surements was to create a comprehensive dataset 
providing measurement data with a high temporal 
and spatial resolution in an area covering the en-
tire business district of Oklahoma City. 
Consequently, more than 3300 individual flow 
measurements were carried out. For example, for 
the wind direction of 180° (wind from the South), 
66 vertical profiles were arranged on a regular 
mesh with a high resolution in the city centre and 
wider spacing between the measurement locations 
at the outer edge of the model area. In addition, 13 
profiles analyze the flow field for six different wind 
directions. The lowest measurement positions of 
these profiles coincide with measurement loca-
tions of the JU2003 field campaign. All wind tunnel 
measurements were done in heights between 6 
meters and 260 meters above ground full scale. At 
all locations, a three-minute time series of the U, 
V, and W component of the wind vector is availa-
ble, corresponding to approximately 15 hours of 
continuous wind speed measurements with con-
stant mean wind conditions at full-scale. 

 
Figure 9: Comparison of wind profiles from wind 
tunnel measurements (filled circles) and numerical 
simulations (solid lines) at four locations along Ro-
binson Ave. Inset shows measurement locations 
DPG 05, 09, 17 and 20. 

Figure 9 and Figure 10 show comparisons of 
mean wind profiles from wind tunnel measure-

ments and the numerical model FAST3D-CT. The 
mean wind direction for all measurements is 180°. 
All measurement locations of Figure 9 are located 
along Robinson Avenue. The comparison of the 
mean horizontal wind speed at location DPG 17 
and DPG 20 shows excellent agreement. The dif-
ference at all heights is less than ±1.5%, which is 
well within the measurement uncertainty. Profile 
DPG 05 and DPG 09 are located directly in the 
city center. The comparison at these profiles dis-
plays a good agreement for all measurement 
positions higher than 50 meters. The lower eleva-
tions exhibit differences up to ±5% for DPG 05 and 
±10% for DPG 09 of the mean horizontal wind 
speed. 

 
Figure 10: Comparison of wind profiles from wind 
tunnel measurements (filled circles) and numerical 
simulations (solid lines) at two locations along Park 
Ave. Inset shows measurement locations DPG 14 
and UU Tower 1. 

Profile DPG 14 is located next to the Bank 
One building at the intersection of Park Avenue 
and N Broadway Avenue and profile UU Tower1 is 
placed directly above a smaller building on Park 
Avenue (Figure 10). The wind tunnel and numeri-
cal profile at DPG 14 clearly identify the influence 
of the Bank One building, which, at the height of 
150m, is the tallest in Oklahoma City. Again, both 
comparisons display a good agreement for eleva-
tions higher than 50 meters. Below 50 meters, the 
mean horizontal wind speeds differ up to 20% at 
DPG 14 and up to 25% at the UU Tower1. Hence, 
the biggest differences of mean horizontal wind 
speeds of wind tunnel measurements and numeri-



cal simulations are in areas with high turbulence 
intensities and strong local gradients. 

6. PUFF DISPERSION MEASUREMENTS 

One of the specific features of the generated 
benchmark database is the provision of systematic 
and statistically representative test data for puff 
dispersion in urban areas. The large ensembles of 
individual releases carried out under identical 
mean wind and release conditions enables a 
probabilistic approach to be used for the compari-
son of wind tunnel data with the corresponding 
CFD results or field data. Comparing individual 
transient puff signals is not an adequate approach 
because of the large variation of the shape of time 
traces. Figure 11 illustrates the variability of indi-
vidual puff concentration time traces recorded at a 
measurement location in the wind tunnel for seven 
identical releases and identical boundary condi-
tions. 

 
Figure 11: Section of a typical measured concentra-
tion signal of seven consecutively released puffs. 
The release of tracer for each puff is indicated by 
the white bar. 

Although a 'mean puff' can be defined from a 
sufficiently large ensemble of releases, the mean 
puff is not adequate for comparison with a single 
release from the field test. To enable quantitative 
comparisons, an individual puff can be characte-
rized by a number of parameters such as arrival 
time, peak time, dosage, or peak concentration for 
example (see Figure 12 for definitions). The para-
meters can be determined from each individual 
puff signal recorded at a given measurement loca-
tion. With a sufficiently large ensemble, a well-
defined, statistically accurate frequency distribu-
tion of parameter values can be generated. Figure 
13 shows a typical frequency distribution plot gen-

erated from wind tunnel measurements for the 
arrival time parameter, ‘at’. 

 
Figure 12. Puff Parameters for statistical study. The 
arrival time is defined as the time after release when 
the dosage exceeds the threshold of 5%. The leav-
ing time is defined as the time when 95% of the total 
dosage is reached. 

 
Figure 13: Frequency distribution of the arrival time-
parameter measured at the Dean A McGee Avenue 
is shown of 200 identical releases from the Park 
Avenue source. 

To estimate the number of repetitions re-
quired to achieve a reasonable confidence in the 
ensemble-averaged results, a convergence analy-
sis was carried out. For a number of measurement 
locations, several hundreds of individual releases 
were carried out and ensemble averaged values of 
puff dispersion parameters were calculated for 
gradually increasing ensemble sizes. It was found 
that a minimum of about 200 releases were re-
quired to reach a confidence level needed for 
model validation while still keeping the experimen-
tal effort reasonable. Figure 14 shows a typical 
result of such a convergence analysis for the 
measured puff travel time. In this case, 350 iden-
tical puffs were released. Figure 14 visualizes the 
uncertainty in defining the mean arrival time when 



the ensemble size is limited. With 200 releases, 
the mean arrival time can be determined with an 
uncertainty of ±1%. This uncertainty increases to 
±7% when the mean value is calculated from 50 
releases. For measurements close to the source 
location, the observed concentration gradients are 
stronger and a higher number of releases are re-
quired to bound the desired mean values with the 
same uncertainty. In addition, it was found that at 
the same measurement location, the uncertainty 
range differs for the various puff parameters. The 
dosage was found to be the parameter with the 
highest uncertainty levels. This information is es-
sential when mean values of wind tunnel, field or 
numerical results are compared with each other. 

 
Figure 14: Mean arrival time for different ensemble 
sizes. For each ensemble size the mean arrival time 
was calculated for 100 different combinations. The 
measurement location was at the crossing Robin-
son Avenue - Robert S Kerr Avenue. The tracer was 
released from the Botanical Garden source. The 
mean wind direction was 180°. 

6.1 Comparisons of Wind Tunnel and Field 
Trial Results 

Figure 15 shows a frequency distribution plot 
generated by 200 wind tunnel measurements for 
the 'peak time'-parameter compared to three re-
leases from IOP (Intensive Operation Period) 3 of 
the Joint Urban 2003 field campaign. The mean 
wind speeds during the three field releases were 
different. In order to compare the travel time of the 
field puffs with each other and to the wind tunnel 
puffs, all results were scaled to the same mean 
wind speed of 2.5 m/s at 80 meters height above 
ground upstream of the Central Business District. 
The comparison indicates that the peak time cal-
culated for the field puffs is covered by the wind 
tunnel distribution entirely. The plot also clearly 
demonstrates that the complete range of possible 

results for the given situation cannot be estimated 
based on a few field releases. 

The systematic comparison of wind tunnel 
data and field results reveals that wind tunnel 
measurements can replicate the individual results 
of field puff dispersion measurements. The Mann-
Whitney test (Hollander 1999) showed no statisti-
cally significant difference in the median values of 
the field and wind tunnel measurements of the 
peak time parameter. However, the wind tunnel 
data clearly indicate that the limited number of 
available field measurements represents only a 
small fraction of possible outcomes for a given 
dispersion situation. 

 
Figure 15: Frequency distribution plot generated by 
200 wind tunnel measurements for the peak time 
parameter compared to 3 releases from IOP 3 of the 
JU2003 field campaign. The puffs were released 
from the Botanical Garden source and the mea-
surement location was in the Robert S Kerr Avenue 
(see inset). 

6.2 Comparisons of Wind Tunnel and Numeri-
cal Results 

The puff dispersion parameters determined 
for each pair of source and measurement loca-
tions provide the basis for comparison of 
numerical results with the wind tunnel data. The 
frequency distribution of puff parameters obtained 
from numerical and wind tunnel data can be ana-
lyzed in several ways to determine the quality of fit 
between the two. Two examples, one “good” fit 
and one “poor” fit, based on the peak time para-
meter (see Figure 12), are discussed below. 

Figure 16 shows a comparison for the peak 
time-parameter of wind tunnel measurements and 
numerical simulations. The approach flow condi-
tions and the source location is the same as in the 
previous example. The measurement location is 
located at the crossing o Robinson Avenue and 



Robert S Kerr Avenue (see Figure 16 inset). The 
mean peak time shows a very good agreement: 
only a 6% difference. In addition, Figure 16 illu-
strates for this case an almost perfect matching of 
the frequency distributions of wind tunnel data and 
the results of the numerical simulation. 

 
Figure 16. Frequency distribution plot for the 'peak 
time'-parameter generated by 200 wind tunnel and 
60 numerical releases. The tracer was released at 
the Botanical Garden source and measured at FP05. 

This qualitative examination is borne out by 
the results of the Mann-Whitney test, which de-
termines that the difference between the medians 
is not statistically significant. In this case, there are 
a sufficiently large number of trials (puffs) in the 
numerical simulations so that we can have a high 
degree of confidence that both distributions are 
sampled from the same population. (Like other 
statistical tests, the Mann-Whitney test determines 
whether samples come from different popula-
tions.). For this case, we can safely say that the 
numerical simulations are correctly predicting the 
observed peak time. 

Figure 17 shows a comparison of the peak 
time parameter derived from 200 wind tunnel re-
leases and 60 puffs released in the numerical 
model. The tracer was released at the Botanical 
Garden source and measured at the location 
shown in Figure 17 (inset). This measurement lo-
cation does not correspond to a specific location 
from JU2003. The mean wind direction was from 
180° with a mean wind speed of 2.5m/s at 80 me-
ters height above ground upstream of Oklahoma 
City. Comparing the mean values only would lead 
to a relatively good agreement. The mean peak 
time of 393 seconds calculated from 200 wind 
tunnel measurements is similar to a mean peak 
time of 376 seconds calculated from the 60 re-
leases simulated in the numerical model. 
However, the comparison of the corresponding 

frequency distributions (Figure 17) illustrates dif-
ferences between wind tunnel and numerical 
results. 

 
Figure 17. Frequency distribution plot for the peak 
time parameter generated by 200 wind tunnel and 60 
numerical releases. The tracer was released at the 
Botanical Garden source. 

For this case, the result of the Mann-Whitney 
test indicates that the difference between the me-
dians of the numerical wind tunnel distributions of 
the peak times is considered extremely significant; 
and therefore the numerical simulations do not 
agree for this metric at this source measurement 
location pair. Other metrics (e.g. arrival time) also 
show disagreement here. Examination of plumes 
generated by the numerical simulations show that 
the measurement location is right at the edge of 
the plume envelope and fewer puffs reach here 
than in the “good” agreement case, which is down 
the centerline of the plume. 

For the most part however, the agreement 
over all the cases examined has been good to 
excellent. These results clearly indicate the danger 
of selecting a single figure of merit (e.g. mean 
peak time) to evaluate the quality of numerical 
results for validation purposes. 

6.3 Comparisons between Numerical and 
Field Trial Results 

As an example of the use of field data for 
numerical model evaluation purposes, the puff 
data from IOP 8 from JU2003 was considered. 
IOP 8 was performed at night, just prior to sunrise, 
and only the four instantaneous releases were 
compared. Sixty computationally independent 
passive tracers, enough to draw a statistically sig-
nificant conclusion, were instantaneously released 
separated by ten minutes in time to measure the 
variability of the concentration at the sampler loca-
tions. Figure 18 shows a typical concentration of 



the tracer eight minutes after release. The releas-
es occurred from the Westin location. 

 
Figure 18. Tracer concentration superposed on a 
map of Oklahoma City area showing the locations of 
the source and the measurement locations of inter-
est. 

 
Figure 19. The results from the sampler ARL08 
showed good agreement. 

In Figure 19, the green dots are the data from 
all four puff releases measured at sampler ARL08, 
with the time scaled to compensate for different 
average wind speeds, and concentration values 

normalized to a release of 500 grams of tracer. 
The red dots show the average of the sixty compu-
tational realizations and the pink lines around the 
average show the standard deviation. The upper 
(orange) and lower (blue) lines show the maximum 
and minimum values respectively. The agreement 
between the numerical and field data is very good; 
the tail of the field data is difficult to analyze due to 
small or nearly flat slope and overlapping puff re-
leases. In particular, a number of concentration 
time series showed anomalously long persistence 
of measurable tracer values. 

Experimental data from three of thirteen 
samplers, whose locations were near the edge or 
outside the plume, appeared to give ambiguous 
data (see Figure 20 for an example). The data 
from these samplers show unexplained large va-
riability, and the puffs are not recognizable. It is 
difficult to judge agreement by visual comparison. 

 
Figure 20. Experimental data from sampler ARL07 
was ambiguous. 

When the data from the remaining ten sam-
plers were compared to the simulation results, six 
of ten samplers in the simulations showed good 
agreement with the field data. Figure 21 shows the 
results from one sampler of the two that showed 
less agreement between the computation and the 
experimental data. The shapes of the puffs are 
correctly captured, but the values of the concen-
trations are different. Since only four experimental 
realizations were available, this lack of agreement 
may be due to variability on the trailing edge of the 
plume. In fact, it is very hazardous to judge the 
quality of the fit by using only the four field trial 
puffs available. 



 
Figure 21. Numerical data showed less agreement at 
sampler ARL06. 

This visual comparison is summarized in Fig-
ure 22 for all thirteen sampler locations. 

 
Figure 22. Summary of visual comparison. æ: 
Source location, ● Green: Good Agreement, ● Blue: 
Partial Agreement, ● Yellow: Questionable or Ambi-
guous Experimental Data, ● Red: Less Agreement. 

The puff parameters defined in Figure 12 can 
again be used to provide a qualitative comparison. 
Figure 23 compares the puff parameters at samp-
ler ARL08, the same sampler location that showed 
good agreement by visual comparison in Figure 
19. The red and green dots show the average of 
the various puff parameters for the numerical and 

field data respectively. Crossbars indicate the 
range between the maximum and minimum val-
ues. For each measure, the range of the field data 
lies within the range of the computational data. 

 

 
Figure 23. Comparison of puff parameters at the 
sampler location ARL08 (good visual comparison). 

Figure 24 shows the puff parameters for 
sample ARL07, the sampler location that had am-
biguous experimental data (see Figure 20). There 
is significant overlap of the computational and field 
data range, and one could conclude, perhaps er-
roneously, that the data is in good agreement. 

 

 
Figure 24. Comparison of puff parameters at the 
sampler location ARL07 (ambiguous experimental 
data). 

A similar conclusion can be reached by ex-
amining the data at location ARL06, a location 
where the numerical solution appears to signifi-
cantly under-predict the field trial data. However, 
there is significant overlap of the computational 
and field data range, and thus a good fit is indi-
cated (see Figure 25). This is no surprise for the 
time-based puff parameters, since in Figure 21, 
the overall shape of the puff was correctly mod-
eled, and only the concentration level was 



incorrect. However, the simulations show a huge 
range for the peak concentration, an indication 
perhaps that there is a large variability here. 

 
Figure 25. Comparison of puff parameters at the 
sampler location ARL06 (poor visual agreement). 

Figure 26 shows the summary of agreement 
of field data and computational results using the 
puff characteristics of arrival time and peak times. 
There is agreement at more samplers than when 
visual comparison was used. Although the results 
from both visual comparisons and puff parameters 
statistics show reasonable agreement, these two 
comparison techniques do give us different re-
sults. 

 
Figure 26. Summary of comparison using arrival 
time and peak times. æ: Source location, ● Green: 
Good Agreement, ● Blue: Partial Agreement. 

The application of the Mann-Whitney test in-
dicates that differences between the median 
values of the puff parameters from the field trials 
and numerical simulation is either “not significant” 

or “not quite significant” for most of the parameters 
(Table 1). Interestingly, the sampler location that 
showed less agreement by visual comparison has 
better agreement here. These samplers showed 
good agreement for AT, PT, LT, and RT. However, 
the small number of field trials (four) prevents us 
from reaching the conclusion that the simulations 
are correctly representing the field data. 

 ARLFR08 
(Good 
Agreement) 

ARLFRD7 
(Ambiguous 
Data) 

ARLFRD6 
(Less 
Agreement) 

Arrival Time 
(AT) 

Not Signifi-
cant 

Not Signifi-
cant 

Not Signifi-
cant 

Peak Time 
(PT) 

Not Signifi-
cant 

Not Signifi-
cant 

Not Signifi-
cant 

Leaving 
Time (LT) 

Not Quite 
Significant 

Not Quite 
Significant 

Not Signifi-
cant 

Rise Time 
(RT) 

Not Signifi-
cant 

Not Signifi-
cant 

Not Signifi-
cant 

Decay Time 
(DT) 

Very Signifi-
cant  

Very Signifi-
cant  

Not Signifi-
cant 

Duration 
(DU) 

Significant  Very Signifi-
cant  

Not Quite 
significant 

Peak Con-
centration 
(PC) 

Not Signifi-
cant 

Very Signifi-
cant  

Extremely 
Significant 

Table 1. Results of Mann-Whitney test 

7. CONCLUSIONS  

Time-dependent Large Eddy Simulation is a 
cost effective approach between DNS and the 
RANS methods. Increases in computing power 
have enabled LES-based modeling to be applied 
on a routine basis for urban flow and dispersion 
problems. However, the validation of time-
dependent, eddy-resolving LES codes is not as 
straightforward as it is for models based upon 
RANS methods. A qualitative and quantitative 
evaluation of an LES code requires statistically 
valid model- and application-specific test data, and 
a commonly accepted and scientifically justified 
validation strategy. Validation procedures become 
more complex because comparisons must not just 
be based on mean quantities but rather on fre-
quency distributions of statistically representative 
ensembles of results. 

Multiple realizations are required with LES 
methods to obtain statistically reliable data. Some 
phenomena, such as bi-stable flow, cannot be rep-
resented by steady state or diffusion 



approximations. The wind tunnel data clearly indi-
cate that there is a high degree of variability in 
concentrations from puff releases in an urban en-
vironment. The limited number of field 
measurements typically available represents only 
a small fraction of possible results for a given dis-
persion situation.  

A promising approach for a true validation of 
LES-based flow and dispersion models can be 
based on combined reference data sets by aug-
menting the field trials with wind tunnel tests. By 
bridging the gap between individual field test re-
sults and a statistically representative result of a 
LES simulation, systematic wind tunnel test data 
can facilitate a physically and statistically sound 
model evaluation. This particularly holds true for 
highly transient flow and dispersion problems such 
as near-field puff dispersion. 

Puff parameters can be examined statistically 
and form a basis for quantitative comparison. Ex-
amining different measures sometimes can lead to 
different conclusions. A simple visual examination 
of the data can also provide useful validation. Our 
results clearly indicate the danger of focusing a 
single figure of merit to evaluate the quality of nu-
merical results for validation purposes. 

The agreement between the LES model 
FAST3D-CT and the UH wind tunnel data for all of 
the release configurations tested has been good to 
excellent. Furthermore, the detailed comparison of 
the simulation results with statistically valid, sys-
tematic test data creates the potential for further 
model improvement as well as the development of 
application-specific validation. 
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