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1 Introduction
Mixed-phase stratus clouds are prevalent in the Arctic during
the winter and transition seasons (Curry et al., 1996; Intrieri
et al., 2002). Due to the lower equilibrium vapor pressure of
ice as compared to liquid, ice crystals in mixed-phase clouds
grow at the expense of the cloud droplets (Wegener-Bergeron-
Findeisen process, hereafter Bergeron process, Pruppacher and
Klett, 1997, pgs. 548-549). Subsequent ice precipitation may
then cause the complete glaciation and dissipation of the cloud.
Nevertheless, the liquid phase is commonly found in Arctic
clouds (Pinto, 1998; Hobbs and Rangno, 1998; Prenni et al.,
2007) to temperatures as low as -31 ◦C (Hobbs and Rangno,
1998, e.g.). These cloud systems can persist from a few days
to a couple of weeks. Capturing this persistence poses model-
ing challenges and is important in part because the radiatively-
important liquid phase affects the surface energy budget (Shupe
and Intrieri, 2004; Prenni et al., 2007) and, consequently, the
freezing and melting rate of the Arctic sea ice (Jiang et al.,
2000; Francis et al., 2005; Kay and Wood, 2008).

At present, how mixed-phase Arctic clouds can maintain
supercooled liquid for extended periods of time is not com-
pletely understood, though several hypotheses have been ad-
vanced. Small crystal sizes at cloud top (Rauber and Tokay,
1991), strong dynamic forcing (Korolev and Isaac, 2003; Ko-
rolev, 2007), and low ambient ice nuclei (IN) concentrations
(Pinto, 1998; Harrington et al., 1999; Jiang et al., 2000, e.g.,)
have all been advanced as reasons for mixed-phase cloud per-
sistence though it seems likely that all of these mechanisms
work in tandem. For instance, Harrington et al. (1999) hy-
pothesized that mixed-phase clouds are maintained through a
balance between liquid water production resulting from cloud-
top radiative cooling and turbulent fluxes of vapor from below
in conjunction with ice sedimentation. In addition, Harrington
et al. (1999) suggested that this balance depends on the low
average ambient deposition/condensation IN concentrations in
the Arctic (< 1 l−1, Bigg, 1996; Rogers et al., 2001) and on IN
removal by sedimentation Harrington and Olsson (2001).

The rapid removal of deposition/condensation-freezing IN
tends to produce clouds with ice water contents (IWCs) and ice
concentrations that are too low in comparison to observations
(e.g. Morrison et al., 2005; Fridlind et al., 2007; Morrison et al.,
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2008). A number of hypothesis have been advanced to explain
the discrepancies. Similarly to Carrio et al. (2005), Avramov
and Harrington (2006) suggest that IN-rich air from above the
boundary layer is entrained leading to continual ice produc-
tion. Morrison et al. (2005) suggest that the persistence of,
and continual production of ice in, Arctic mixed-phase clouds
involves a self-regulating negative feedback due to drop freez-
ing by contact nucleation. In contradistinction, Avramov and
Harrington (2006) could not produce significant IWCs by con-
tact nucleation unless the contact IN concentrations were as
high as those reported by Young (1974), which are considered
to be too large (e.g. Meyers et al., 1992). In order to main-
tain liquid while obtaining realistic ice concentrations, Fridlind
et al. (2007) parameterized two relatively controversial nucle-
ation mechanisms. The first mechanism, “evaporation nucle-
ation,” hypothesizes that a fraction of all evaporating super-
cooled drops freeze (Cotton and Field, 2002). The second hy-
pothesis, “evaporation IN,” suggests that IN are released during
drop evaporation (Rosinski and Morgan, 1991). Fridlind et al.
(2007) shows that only these two mechanisms can produce liq-
uid and ice amounts that consistently match observations.

While most prior studies focus primarily on ice nucleation
and ice concentrations, it is also feasible that how ice habit
is parameterized could influence the simulated structure of
mixed-phase clouds. The Bergeron process depends not only
on the ice concentration but also on the in-cloud residence time
and vapor growth rate, both of which depend on habit and size
(Chen and Lamb, 1994; Fukuta and Takahashi, 1999, e.g.,). In-
deed, in a simplified example Harrington et al. (1999) showed
that different habits can have an impact on simulated mixed-
phase clouds. Moreover, many models use different parame-
terizations for ice habit which may lead to differences in the
model results. In this paper, we examine the influence that pa-
rameterized ice habit has on the evolution of mixed-phase Arc-
tic stratus. We also discuss the implications, and limitations, of
current crystal growth models for our results.

2 Case and Model Description
We focus on two periods from the Mixed-Phase Arctic Cloud
Experiment (M-PACE, Verlinde et al., 2007) - the period from
12Z on October 5 to 12Z on October 8 (case A), and the pe-
riod from 17Z on October 9 to 5Z on October 10, 2004 (case
B). Case B was a single layer mixed-phase cloud (Klein et al.,



2009) whereas case A had multiple liquid layers with ice crys-
tals falling between them (Morrison et al., 2009). Surface-
based measurements were taken for both cases at Barrow,
Alaska and at Oliktok point ( 220 km east of Barrow) and in-
situ aircraft measurements were also taken (McFarquhar et al.,
2007).

The model used in this study is the Colorado State University
version of the Regional Atmospheric Modeling System (Cotton
et al., 2003, RAMS CSU) with two-moment bulk microphysics
(Meyers et al., 1997). The RAMS model was configured as a
2-D cloud-resolving model for the recent M-PACE intercom-
parison studies (Klein et al., 2009; Morrison et al., 2009). The
computational domain has 150 horizontal grid points with 1
km spacing and 72 vertical grid points with 25 m spacing in the
boundary layer, stretching to 1000 m at the domain top. The
model is initialized with a prescribed sounding along with im-
posed large-scale forcing and surface fluxes developed specif-
ically for the M-PACE intercomparison. The lower boundary
is assumed to be snow-covered land (case A, multi-layer) or
ocean (case B, single layer). The simulation duration of case A
is 72 hours and case B is 12 hours, with a 2 second time-step.

The microphysical model has seven hydrometeor categories:
cloud droplets, rain, pristine ice, snow, aggregates, graupel and
hail. Both mixing ratio and number concentration are predicted
for all categories, except cloud droplets for which the number
concentration is prescribed. Pristine ice and snow categories
are primarily vapor grown and together allow for a bi-modal
ice crystal size distribution. The pristine ice category repre-
sents small crystals (mean maximum dimension < 125 µ m)
into which ice nucleates. Snow is defined as larger ice crys-
tals (> 125 µ m) which grow by vapor deposition and a small
amount of riming. Ice is converted between snow and pristine
ice by vapor diffusion. Aggregates form by collection between
pristine ice, snow, and aggregates. Graupel is assumed to be
spherical and is formed by riming or partial melting of pristine
ice, snow and aggregates.

Pristine ice crystals are formed by homogeneous and
heterogeneous nucleation. The model explicitly includes
condensation/deposition-freezing and contact freezing nucle-
ation, whereas immersion freezing is assumed to be implicit
in the deposition/condensation-freezing (hereafter deposition
freezing) parameterization of Meyers et al. (1992) and possi-
bly in the IN measurements from M-PACE (Prenni et al., 2007,
and Paul DeMott, personal communication). The number of
IN acting in the deposition freezing mode is parameterized as a
function of ice supersaturation following Meyers et al. (1992),

Ni = exp(a + bsi), (1)

where Ni is the number of nucleated crystals (l−1), si is the ice
supersaturation (%) and a and b are empirically-derived coeffi-
cients. The coefficients in Eq. 1 were modified using M-PACE
IN data (Prenni et al., 2007, see) with coefficient values of a
and b (a = -1.488, b = 0.0187). The modified parameterization
predicts IN concentrations of nearly 0.15 l−1 at water satura-
tion for our cases (see sections below), which is consistent with
other Arctic IN measurements (Bigg, 1996; Rogers et al., 2001,
e.g.) and a factor of 26 lower than the standard Meyers param-
eterization. Contact nucleation is computed following Meyers

et al. (1992) except that the contact IN concentration is arbitrar-
ily reduced by a factor of 26 for consistency with the reduction
in deposition IN. The concentrations of IN are prognosed in our
simulations through a method of nucleation-scavenging follow-
ing Avramov and Harrington (2006); Prenni et al. (2007).

The parameterized ice habit is important for simulated
mixed-phase cloud evolution because liquid depletion by the
ice crystals depends on the vapor growth rate and the fall-speed,
both of which depend on habit. The fall-speed of the crystals is
parameterized following Mitchell (1996),

vt = αvDβv , (2)

where D is the crystal maximum dimension and αv and βv are
empirically-derived coefficients, which differ for each crystal
habit. The vapor growth rate for a single crystal is (c.f., Walko
et al., 1995; Pruppacher and Klett, 1997, pg. 547),

dm

dt
= 2πDS(φ)DvfRe(vt)(ρv,∞ − ρv,i), (3)

where Dv is the vapor diffusivity, m is crystal mass, ρv,∞ is the
ambient vapor density, ρv,i is the ice equilibrium vapor density,
S(φ) is the shape factor which is defined as S = C/D with C
the crystal capacitance, and fRe(vt) is the ventilation coeffi-
cient which depends on the fall-speed. The shape factor, S, is
fixed during a simulation even though it changes with crystal
aspect ratio (Chen and Lamb, 1994, φ, e.g.). Prognosis of the
crystal mass requires a functional relationship between mass
and size. Many models use a mass relationship like that given
by Mitchell (1996),

m = αmDβm (4)

where αm and βm are empirically-derived coefficients for each
habit. As a consequence of the mass relationship and crys-
tal capacitance, different crystal shapes have different growth
characteristics. In general, more extreme aspect ratios lead to
a larger capacitance, and faster vapor growth (e.g., Chen and
Lamb, 1994). For instance, dendrites grow faster than hexago-
nal plates because of the greater capacitance, extreme aspect ra-
tio, and larger size of the dendrites(e.g. Chen and Lamb, 1994;
Fukuta and Takahashi, 1999; Sheridan, 2008; Sheridan et al.,
2009).

3 Mass and Fall-Speed Relations
To investigate the influence of parameterized habit on mixed-
phase cloud simulations we performed a series of sensitivity
studies using different crystal shapes. This study was moti-
vated in part by prior simulations which produced faster glacia-
tion (Harrington et al., 1999; Prenni et al., 2007) as compared
to other studies using similar IN concentrations (e.g., Fridlind
et al., 2007; Morrison et al., 2008). Three crystal shapes were
used in the simulation: hexagonal plates, dendrites and spheres.
Dendrites and hexagonal plates were chosen because many
models assume plate-like crystals in the temperature and su-
persaturation ranges for the clouds we simulated (-11 to -16
◦C). Spherical shapes were included in part because they are
the most compact “crystal” for a given size and have the largest



fall-speed. Consequently, spheres provide the greatest contrast
to dendrites, which have the largest growth rate, but smallest
fall-speed for a given size. In addition, including spheres in our
simulations allows us to compare our results to studies that used
a spherical shape (Fridlind et al., 2007; Morrison et al., 2008).
Our habit choices, as we discuss below, cover the range from
the fastest growing crystals, but slowest falling (dendrites) to
the slowest growing crystals, but fastest falling (spheres)

The mass and fall-speed relationships reported in the litera-
ture for ice span a relatively large range (Pruppacher and Klett,
1997; Mitchell, 1996; Heymsfield and Kajikawa, 44; Heyms-
field et al., 2002). Hence, we examine the sensitivity of model-
simulated mixed-phase clouds to the span in these relations
which are shown as the grey areas on Figs. 1. For spheres,
the span is produced by using similar relationships to those of
Fridlind et al. (2007) and Morrison et al. (2008) (formula from
personal communication). For our simulations, we select rela-
tions that define the maximum and minimum, or the extremes,
for each mass and fall-speed range. The sensitivity of the sim-
ulated cloud with respect to crystal habit is then investigated
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Figure 1: Ranges of (a) mass-dimensional and (b) fall-speed
relations of the crystal habits used in the simulations. The ex-
tremes of the range for each habit are defined by the highest
and lowest density particles for spheres and dendrites, and by
the thickest and thinnest plates for hexagonal plates. The terms
“high density” or “thick plate” and “low density” or “thin plate”
are used to refer to the extremes for each range

using these extremes. Physically, the extremes of each range
refer to the density, or the compactness, of the crystal: The
curves that define the upper range of the mass and fall-speed
relations are associated with high-density crystals in the case
of spheres and dendrites (broad-branched stellars), and thick
plates in the case of hexagonal crystals. Similarly, the curves
defining the lower range are associated with low-density crys-
tals, in the case of spheres and dendrites (classic dendrites),
and thin plates in the case of hexagonal crystals. These terms
for the extremes will be used throughout the paper.

How compact, or dense, a crystal is has important conse-
quences for vapor growth. For the same volume, more com-
pact, dense crystals have weaker vapor growth rates (e.g., Chen
and Lamb, 1994; Fukuta and Takahashi, 1999; Sheridan et al.,
2009). To illustrate this dependence, the growth of an equiva-
lent volume sphere is compared to predictions from the adap-
tive habit model of Chen and Lamb (1994). The Chen and
Lamb (1994) model was used because it accurately simulates
the evolution of crystal mass and aspect ratio at water satura-
tion. After 20 min of growth, the mass of an equivalent vol-
ume sphere is significantly smaller than the accurate model ex-
cept at the transition temperatures between habits (-9 and -22
◦C) where habit growth is roughly isometric (Fig. 2). Conse-
quently, we should expect more isometric, and compact, crys-
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Figure 2: Crystal mass as a function of temperature for a sin-
gle particle grown for 20 min at water saturation. The solid line
is from the Chen and Lamb (1994) spheroid approximation to
crystal growth, which is considered to be relatively accurate at
water saturation. The solid-circle line is for equivalent volume
spheres using the reduced density from Chen and Lamb (1994)
(their Eq. 42). The gray areas indicate the range of masses
predicted using the RAMS mass and capacitance. In the plate
regime, RAMS low-density (classic) dendrites define the upper
edge of the grey area whereas the lower edge is defined by thick
plates. The dash-dotted line is for thin plates and high-density
(stellar) dendrites, which have very similar model growth rates.



tals to grow more slowly in time leading to a weaker Bergeron
process.

4 Simulation Results: Comparison
with Observations

Our baseline simulations for the single and multi-layer cases
examine the combinations of physical factors (IN concentra-
tion and habit) necessary to produce the best overall compari-
son with data taken during M-PACE. We undertake these stud-
ies precisely because of the large range of mass and fall-speed
relations available (Fig. 1). Furthermore, the baseline results
provide a framework for discussions of the sensitivities to habit
parameterization. The observed liquid water path (LWP) data
are derived from microwave radiometer measurements (Turner
et al., 2007) and are averaged for the three sites Atqasuk, Bar-
row and Oliktok. The best match between the simulations and
the observed LWP was obtained with high-density dendrites
(stellars) and M-PACE IN concentrations (Fig. 3). The simula-
tion with high-density dendrites produces LWP oscillations that
follow the observations remarkably well and range between 90
and 170 g m−2. An analysis of the simulation (not shown)
suggests that the oscillations in the LWP are caused by the en-
trainment of IN-rich air from above the cloud, producing ice
precipitation and a decrease of the LWP similar to Carrio et al.
(2005). The IN depletion by ice sedimentation allows for a con-
sequent LWP increase similar to Harrington and Olsson (2001).

Similar to the single layer case, the simulations for each
habit were compared with the ground-based LWP retrievals
ofTurner et al. (2007) and airborne measurements (data from
DOE-ARM archive) as shown on Fig. 4. No clouds were pro-
duced by any simulation for the first 10 hours. The simulation
with high-density dendrites used M-PACE IN concentrations
and over-estimated the peaks in the LWP during the first and
final 24 hours, and under-estimated the LWP in the middle of
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Figure 3: Time series of simulated (symbols) and retrieved
(shaded) liquid water path [g m−2] for the single layer case.
Simulated quantities are domain averaged. Shaded area repre-
sents the 95% confidence interval of observational data.
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Figure 4: Time series of simulated (symbols) and retrieved
(shaded) liquid water path [g m−2] for the multi-layer case.
Simulated quantities are domain averaged. The shaded area
represents the 95% confidence interval of observational data.

the simulation. As in the single-layer case, IN concentrations
were increased by 25 times the M-PACE values so that spheres
and thick plates could be brought into better agreement with
the observations. The best correspondence with observations
was achieved using thick plates in which the simulated LWP
followed the observations reasonably well.

5 Sensitivity to Mass and Fall
Speed Relations

To illustrate the overall influence of mass and fall-speed choice
on simulated phase-partitioning, we computed simulation-
averaged LWP and IWP for all IN concentrations and for each
sensitivity simulation. The range of possible LWP and IWP
produced by using the four combinations of mass and fall-speed
relations for each habit are shown on Fig. 5 for the single-layer
case. We do not show the sensitivities for the multi-layered
case as they are similar.

Simulations with hexagonal plates and spheres produced
similar results (Fig. 5) though with a different spread: The LWP
was greatest and the IWP smallest for these habits. At low IN
concentrations both hexagonal plates and spheres do not show
much sensitivity to the mass and fall-speed relations. As the
IN concentration increases, the range of LWP and IWP varia-
tion also increases, reaching relative differences of up to 60%
and 75%, respectively. The respective upper and lower bounds
of the LWP range are defined by simulations with high-density
or thick (slow vapor growth, fast falling) and low-density or
thin (fast vapor growth, slow falling) crystals. Simulations us-
ing thick plates or high-density spheres produced the largest
LWP and smallest IWP whereas the converse is true for low-
density spheres and thin plates. Physically, this makes sense
because more compact, isometric particles have lower vapor
growth rates at our cloud temperature ( -15 ◦C, see Fig. 2)
but greater fall-speeds (e.g., Fukuta and Takahashi, 1999). As
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[g m−2] for different habits as a function of IN concentration
for the single layer case. Simulated quantities are domain and
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Fig. 2 shows, both thick and thin plates in RAMS have produce
growth rates that are lower than those computed with an accu-
rate ice crystal growth model. Spheres tend to define the upper
limit in Fig. 5a: They are the fastest- falling particles with the
slowest vapor growth rates (Fig. 2) and consequently more liq-
uid can be maintained. The large difference in vapor growth
rates and fall-speeds for each habit is also the reason for the
different IN sensitivity for each habit: The change in LWP with
a relative IN increase from one to 50 for thin plates is 68%, as
compared to only 22% in the case of the thick plates. These
results are similar to the low IN-sensitivities reported by stud-
ies that use high density, fast-falling, and slowly growing ice
habits (Fridlind et al., 2007; Morrison et al., 2008).

In contrast to simulations with hexagonal plates and spheres,
simulations with dendrites show a stronger IN sensitivity. At
low IN concentrations (< 1 l−1) simulations with high-density
dendrites produced a LWP and IWP which is closer to the sim-
ulations with spheres and hexagonal plates (upper curve on the
dendrite range in Fig. 5a). Increasing the IN concentration
leads to a larger reduction in the LWP as compared to spheres
or hexagonal plates, and is similar to prior studies with den-
drites (Harrington and Olsson, 2001; Jiang et al., 2000; Prenni
et al., 2007). In the case of low-density (classic) dendrites, the
LWP is negligible even at low IN concentrations (lower curve

on the dendrite range in Fig. 5a). The large range of sensitivity
for dendrites makes physical sense. Dendrites have the largest
vapor growth rates, but the lowest fall-speed, of any habit. This
is clearly indicated on Fig. 2 by the Chen and Lamb (1994)
result at -15 ◦C. In addition, the mass relation used in RAMS
for dendrites and plates leads to a significant range of possible
crystal growth rates (shaded region, Fig. 2). Thus, it should
be expected that a large sensitivity to changes in the mass rela-
tionship, and a wide range of possible LWP and IWP (Fig. 5),
would exist. The water path ranges are greatest at low IN con-
centrations for dendrites because crystal sizes are the largest
here, leading to the strongest vapor growth, the largest liquid
depletion rates, and hence the largest sensitivity to the mass
relations.

6 Missing Model Physics: Habits
and Surface Kinetics

Though the uncertainty in the mass-dimensional relationships
has a strong influence on mixed-phase cloud glaciation there
are other physical processes that are lacking in cloud models.
For instance, non-spherical ice crystal growth models like those
used in RAMS (Walko et al., 1995) produce crystal masses
within the shaded range shown on Fig. 2. The reason for this
range is due primarily to the fact that ice crystals in RAMS
use a single mass-dimensional relationship for a given primary
habit. As a consequence, ice growth matches the Chen and
Lamb (1994) adaptive habit model well near -15 ◦C but over-
estimates growth for most other temperatures within the plate-
like growth regime (T = -9 to -22 ◦C). This indicates that a
cloud model like RAMS will over-estimate the rates of glacia-
tions of clouds as the transition temperatures between habits (-9
and -22 ◦C) are approached.
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To complicate matters further, the time required to glaciate
a cloud (glaciation time-scale, τg) appears to depend on the
initial size of the ice crystals. For instance, Fig. 6 shows val-
ues of τg estimated from a box-model calculation. The box
model grows ice crystals at water saturation, with temperature
and pressure held constant, until a specified water content is
reached. The procedure is similar to that of Korolev and Isaac
(2003) except that the adaptive habit ice crystal growth model
of Chen and Lamb (1994) was used. The figure shows that the
glaciation time depends not only on ice concentration but also
on ice habit (dashed curve), and that glaciation is much more
rapid where plate and column growth is the greatest. Moreover,
the figure also shows a distinct influence on the initial size of
the ice crystals. The dotted line shows results for model calcu-
lations that assumed an initial ice distribution of particles with
a mean size of 10 µm whereas the dashed line shows results
with an initial means size of 5 µm. While the habit influence
as compared to spherical ice growth certainly dominates, the
influence of the initial size of the ice also appears to be impor-
tant. As Sheridan et al. (2009) show, this result is due to the fact
that smaller crystals have a larger relative increase in mass dur-
ing growth, which results in a larger increase in crystal aspect
ratio. The greater aspect ratio, in turn, produces larger vapor
gradients and stronger crystal growth.

0.1 1 10
Aspect Ratio( c/a)

0

1

2

3

4

5

6

M
as

s 
G

ro
w

th
 R

at
e(

kg
/s

) 
*1

013

Wood et al Spiral Dislocations

  Classical
Capacitance

Ice Supersaturation=1.0%, T = -9 C

Wood et al 2-D Nucleation

  Spiral
Growth

2-D Nucleation
Kinetically-
 Modified
Capacitance

Figure 7: Growth rate as a function of aspect ratio at low
ice supersaturations computed with the standard capacitance
model, new kinetically-modified capacitance model, and model
output from the hexagonal plate model of Wood and Baker
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While the capacitance model is used routinely in cloud mod-
eling, it has long been known that the model over-estimates va-
por growth at low ice supersaturations (e.g. Nelson and Baker,
1996; Wood and Baker, 2001). It has been suggested that the
over-estimates in vapor growth are due to two factors. First of
all, the capacitance model has the wrong boundary condition

for faceted growth (constant density instead of constant flux),
and, second, the capacitance model does not include the influ-
ences of surface kinetic resistance due to deposition coefficients
that are less than unity. However, it is possible to modify the ca-
pacitance model so that surface kinetic resistance is taken into
account. We have recently re-derived the capacitance model in-
cluding surface kinetic resistance following the approach out-
lined in Lamb and Chen (1995). The surface kinetic resistance
model requires knowledge of whether growth occurs through
permanent spiral dislocations or two-dimensional (2-D) nucle-
ation of ledges on the crystal surface. We have included both
processes and compare our results with those from a detailed
model of hexagonal growth (Wood and Baker, 2001). Note that
the standard capacitance growth model over-estimates growth
at an ice supersaturation of 1%. However, including surface
kinetic resistance in the capacitance model causes a reduction
in the ice crystal growth rates. Particularly impressive is the
fact that the kinetically-limited capacitance model compares fa-
vorably to the Wood and Baker (2001) model for both spiral
growth and 2-D nucleation.

7 Concluding Remarks
The results from this sections indicate that the ice crystal vapor
growth equations, as currently parameterized in cloud models,
have serious deficiencies. The range of mass-dimensional re-
lations used in cloud models to parameterize ice growth pro-
duces a large range of possible liquid and ice water paths for
simulated mixed-phase clouds. Moreover, ice habit growth de-
pends on temperature and this is not captured well by either
spherical growth, or by the ice crystal growth models used
in RAMS. Furthermore, ice crystal growth and mixed-phase
cloud glaciation appear to depend on the initial size of the
ice. Finally, the capacitance model over-estimates ice crystal
growth at low ice supersaturations because of the lack of sur-
face kinetic-resistance. In order to improve ice crystal growth
in cloud models all of these physical processes need to be taken
into account.
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