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1. INTRODUCTION 
 

Effectively utilizing surface observations and above-
surface observations within the planetary boundary 
layer (PBL; also known as the atmospheric boundary 
layer) in numerical weather prediction models can be 
challenging, and thus such observations may not always 
be fully used in data assimilation.  The high degree of 
spatial and temporal heterogeneity at the surface and in 
the PBL contributes to the difficulty in using these 
observations. However, there are many applications, 
including triggering convection, air chemistry, and 
transport and dispersion, for which accurate simulation 
of within-PBL conditions as well as the depth of the PBL 
is important.  Additionally, surface observations often 
exist at significantly more locations and times than 
above-surface observations (e.g.,  radiosondes). 

Nudging, also known as Newtonian relaxation, is a 
continuous form of data assimilation that adds a term to 
the model tendency equations at each timestep to 
gradually assimilate observations based on the 
difference (the innovation) between observations 
(observation nudging) or a gridded analysis (analysis 
nudging) and the model (Stauffer and Seaman 1994).  
Compared to other popular data assimilation methods, 
nudging is computationally inexpensive and 
conceptually simple.  

Applying the surface mass field (temperature and 
water vapor) observations to the lowest model level 
(LML) can result in significant error due to strong near-
surface vertical gradients caused by phenomena such 
as surface superadiabatic layers and nocturnal 
inversions (e.g., Stauffer et al. 1991).  Methods to 
account for the vertical separation between surface 
observations and the LML for temperature include 
extrapolating potential temperature from the LML to the 
surface (Ruggiero et al. 1996) or assuming a constant 
surface-layer friction temperature from the LML to the 
surface and solving for the surface temperature 
(Ruggiero et al. 2000).  This study investigates 
calculating the innovation using 2-m diagnostic values 
from the model. 

Since surface air temperature (and water vapor) can 
be strongly coupled with the underlying land surface, 
some of the difficulty in assimilating surface mass fields 
is due to surface properties (e.g., soil temperature and 
moisture) not being directly and consistently affected by 
the data assimilation.  For example, in some PBL 
schemes (e.g., the nonlocal first-order closure 
Blackadar PBL scheme; Zhang and Anthes 1982) slight 
changes to surface air temperature due to data 
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assimilation may improve surface air temperature but 
cause a sudden large decrease in model-diagnosed 
PBL height due to a reversal of sign of surface heat flux 
(e.g., Stauffer et al. 1991; Ruggiero et al. 2000).   

The additional use of surface observations to 
change land surface properties such as soil temperature 
may bring the land surface into better balance with the 
assimilation-affected surface air properties.  In a one-
dimensional (1D) study using a force-restore model 
(Deardorff 1978), Alapaty et al. (2001) nudged ground 
temperature based on the changes that would be made 
to surface fluxes by surface air temperature and water 
vapor nudging.  Childs et al. (2006) and Alapaty et al. 
(2008) propose a similar method in a three-dimensional 
(3D) study using MM5-Noah (Chen and Dudhia 2001) 
that also nudges soil moisture.  Based on Coiffier et al. 
(1986), Giard and Bazile (2000) and Belair et al. (2003) 
found the analysis increment from optimal interpolation 
of surface temperature and applied to land surface 
temperature.  Nudging soil temperature based on 
surface air temperature innovations is investigated in 
this study. 

In addition to accounting for differences between the 
LML and the observation level and land surface 
properties, the depth through which to apply the surface 
observation must also be determined.  Since the PBL is 
often assumed to be well-mixed during free convective 
conditions, assimilation may be done throughout the 
PBL (e.g., Stauffer et al. 1991 with analysis nudging; 
Benjamin et al. 2004 with 3DVAR).  In WRF and MM5 
obs nudging, Liu et al. (2005) spread LML innovations 
using 2-m above-ground-level (AGL) temperature 
throughout the PBL with weights decreasing with height.  
Model diffusion (Ruggiero et al. 1996; Gallus and Segal 
2001) and vertical correlations of observations (Hacker 
and Roskier-Edelstein 2007) have also been used to 
limit the vertical extent of application.  This study will 
investigate vertical influence functions dependent on 
atmospheric conditions. 

 Above-surface observations are more routinely 
assimilated above the PBL or some other level where 
errors are often correlated over larger spatial and 
temporal scales than within the PBL (e.g., Stauffer and 
Seaman 1994; Pleim and Xiu 2003; Schroeder et al. 
2006).  The issue of smaller temporal scales of 
correlation within the PBL than in the free atmosphere 
can be mitigated if data is available more frequently 
than the standard 12-h radiosondes (Seaman et al. 
1995), as with the 3-h radiosondes available for this 
study.   

This paper applies obs nudging (Stauffer and 
Seaman 1994) in both a 1D and a 3D version of the 
MM5 to investigate improved methods to assimilate 
surface (2 m) and above-surface mass-field 
observations for dynamic initialization (DI) and dynamic 



analysis (DA). Section 2 describes the model and 
Section 3 the case studies.  The experimental design is 
presented in Section 4, results are discussed in Section 
5, and summary and conclusions are given in Section 6. 
 

 
2. MODEL DESCRIPTION 

 
The nonhydrostatic Fifth-Generation Pennsylvania 

State University / National Center for Atmospheric 
Research (PSU/NCAR) Mesoscale Model (MM5; 
Dudhia 1993; Grell et al. 1995) is used for this study.  A 
1D model is used to focus on the first-order effects of 
the proposed data assimilation techniques and then the 
3D model tests the methods that perform best in 1D. 

The PSU 1.5-order (level 2.5) TKE-predicting 
scheme (Stauffer et al. 1999; Shafran et al. 2000), also 
known as the Gayno-Seaman (GS) scheme is used. 
The GS scheme diagnoses the PBL top as the height at 
which TKE decreases below a threshold (0.1 m2 s-2 if 
maximum TKE in the vertical column is at least 0.2 m2 s-

2).   
The National Centers for Environmental Prediction—

Oregon State University—Air Force—Hydrologic 
Research Laboratory (Noah) LSM (Ek et al. 2003) is 
coupled to GS for this study.  The Noah LSM provides 
prognostic equations for canopy water and four-layer 
soil temperature and soil moisture, and has the potential 
to more accurately model the surface-air interface than 
the force-restore slab model (Grell et al. 1995).  The 
Rapid Radiative Transfer Model (RRTM; Mlawer et al. 
1997) is used for longwave radiation while the Dudhia 
(1993) cloud-radiation scheme is used for shortwave.  
Explicit microphysics including simple ice processes (no 
mixed phases; Dudhia 1993) is applied without any 
convective parameterization.   

By default the GS scheme uses a background 
vertical diffusion coefficient of 0.50 m2s-1 below ~60 m 
above ground level (AGL) and 0.05 m2s-1 above ~160 m 
AGL with a linear transition.  This was found to result in 
excessive vertical mixing and so all experiments use a 
background vertical diffusion of 0.10 m2s-1 below ~60 m 
AGL.   

 
 

3. CASE DESCRIPTION 
 
The experiments described in the next section were 

completed during the International H2O Project (IHOP; 
Weckwerth et al. 2004; LeMone et al. 2007), a field 
experiment during May and June of 2002 in the 
Southern Great Plains region of the United States. 

Three IHOP days are studied:  29 May, 6 June, and 
7 June 2002.  During the daytime period of 29 May, 
Oklahoma and Kansas are mostly clear or only have 
limited cloudiness.  On 6 June, at 1200 UTC there is a 
trough centered at 500 hPa east of Oklahoma but high 
pressure dominates over Oklahoma and Kansas 
resulting in generally clear conditions with some clouds 
in southern Oklahoma. At 1200 UTC on 7 June, an area 
of surface high pressure stretches from the northeast 
U. S. southwest to Texas.  Oklahoma and Kansas are 

within this region and Kansas is generally clear with fair- 
weather cumulus in Oklahoma.  These days were 
chosen for this study because of the available 
observations and the generally fair-weather conditions. 

In addition to normal National Weather Service 
radiosondes, 3-hourly radiosondes are available on 
these three case days at five sites in the U. S. 
Department of Energy’s Atmospheric Radiation 
Measurement (ARM) Southern Great Plains (SGP) 
facility and they are used in the 1D simulations.  There 
are about 350 surface observations available hourly 
within the 3D model 4-km domain, including an hourly 
dataset of surface observations from various data 
sources compiled by the University Corporation for 
Atmospheric Research (available at 
http://www.eol.ucar.edu/projects/ihop/dm). 

For the 1D simulations PBL height was diagnosed 
via manual diagnosis for the 3-hourly soundings (Steve 
Hanna 2007, personal communication).  For the 3D 
simulations PBL height was diagnosed from aircraft lidar 
(DLR Differential Absorption Lidar, Poberaj et al. 2002; 
Leandre II, Bruneau et al. 2001) using wavelet edge-
detection methods (Davis et al. 2000). 

 
 
4. EXPERIMENTAL DESIGN 

 
 The MM5 is configured here with 62 vertical sigma 

layers, with the first half-layer at 30 m AGL, 50-m 
resolution through the lowest 2 km, and the model top at 
50 hPa.  All model integrations start at 0000 UTC on 
three days (29 May, 6 June, and 7 June 2002) and run 
for 24 hours until 0000 UTC the following day in order to 
simulate the full diurnal cycle. 

For the 3D experiments, nested 36- and 12-km 
domains centered over the Southern Great Plains are 
used to provide initial and lateral boundary conditions 
for the 4-km domain that is the focus of the 3D portion of 
the study (Fig. 1).  The initial conditions and lateral 
boundary conditions for the outermost domain are 
obtained from Eta Data Assimilation System (EDAS) 
analyses enhanced by surface and rawinsonde data via 
a modified successive scan objective analysis method 
(Benjamin and Seaman 1985).  Analysis nudging of this 
dataset is used only on the outer two domains and only 
above the PBL to improve initial and lateral boundary 
conditions provided to the 4-km domain without 
disturbing the model-predicted PBL. 

The 1D experiments were completed at five 
locations part of the ARM SGP facility: the Central 
Facility (CF) and Boundary Facilities 1, 4, 5, and 6 (BF1, 
BF4, BF5, and BF6) in Oklahoma and Kansas. (Fig. 1).  
The initial conditions are taken from the 4-km domain’s 
initial conditions. 

  Vegetation fraction from enhanced vegetation 
index satellite observations is used for Noah.  Output 
from offline Noah runs (forced by observations rather 
than coupled to an atmospheric model) from the High 
Resolution Land Data Assimilation System (HRLDAS; 
Chen et al. 2004; Chen et al. 2007) are used to specify 
initial canopy water and initial multiple-level soil 
moisture and soil temperature. 
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Fig. 1. Locations of the 36-, 12-, and 4-km 3D MM5 
domains and the locations of the five 1D 
simulations at the ARM radiosonde sites (CF, BF1, 
BF4, BF5, and BF6). 

In the standard release version of MM5, above-
surface observations are weighted so that they are only 
applied at a single model level closest to the height of 
the observation; however surface and within-PBL 
observations of mass-fields (temperature and water 
vapor) are not generally assimilated.   

MM5 experiments in 1D using DA and DI are used to 
explore different data assimilation methods, the best of 
which are then applied in 3D using DI.  Details on the 
1D DI experiment results are not presented here but 
may be found in Reen and Stauffer (2009). The 1D DA 
experiments apply data assimilation throughout the 
model simulations and demonstrate the maximum 
benefit realizable via data assimilation; these types of 
simulations can be used to create an analysis that can 
then be applied as the meteorology for air quality 
studies.  The 3D DI experiments apply data assimilation 
up to 1800 UTC, with decreasing weight in the last hour; 
this methodology can be used in forecasting. 

In 1D, the control experiment CTLG does not use 
any obs nudging (Table 1).  Experiment SGA1 adds 
mass-field surface obs nudging only using the method 
used in the standard 3D MM5 for wind observations 
(applied through the lowest 3 layers with weights of 
1.00, 0.67, and 0.33 in the lowest three model levels).  
While in Exp. SGA1, the innovation is calculated by 
comparing the 2-m observation with the lowest model 
level (LML) value (~30 AGL), in Exp. SGA2 a 2-m 
diagnosed model value is used.  In Exp. SGA3, the 
innovations are only applied in the LML, but in Exp. 
SGA4 during free convective conditions they are applied 
throughout the PBL.  Exp. SGA5 adds soil temperature 
nudging in the top 10-cm soil layer based on the 2-m air 
temperature innovation.  Using the Noah top soil layer 
temperature tendency equation (Chen et al. 1996) and 
the equation for diagnosing 2-m air temperature, one 
can derive a nudging equation for top soil layer 
  

 

Table 1. Surface obs nudging experimental design. 
The innovation level indicates the model level 
compared to the surface observation to compute 
the innovation, either 2-m values or the lowest 
model level (LML).  The depth of nudging during 
non-free-convective conditions is either the lowest 
three layers or only the lowest layer while during 
free-convective conditions it may be the lowest one 
layer, three layers, or the entire PBL (“PBL”).  Soil T 
nudging indicates whether the top soil layer’s 
temperature is nudged.   

Depth of mass-field 
nudging (layers) 

Name 
Innov-
ation 
level Non-free-

convective 
Free 

convective 

Soil T 
nudging 

CTLG --- --- --- No 

SGA1 LML 3 3 No 

SGA2 2 m 3 3 No 

SGA3 2 m 1 1 No 

SGA4 2 m 1 PBL No 

SGA5 2 m 1 PBL Yes 
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where t is time, the “nud” subscript indicates that only 
the nudging tendencies are being described, KT is 
thermal conductivity, Δz1 is the thickness of the top soil 
layer, C1 is the heat capacity of the top soil layer, and Δt 
is the time over which the change is applied. 
 In 3D, control experiment CTL again has no obs 
nudging (Table 2).  Exp. DEF uses the default obs 
nudging configuration which uses wind observations at 
all levels but mass-field observations only above the 
PBL.  Exp. SFC adds the data assimilation of surface 
mass-field observations using the methodology in the 
1D experiment SGA5.  Finally, Exp. SFCBL adds mass-
field data within the PBL to the assimilation. 

Table 2. Experimental design for 4-km 3D MM5 
experiments indicating observations utilized and 
nudging parameter specifications. Note that 2-m 
temperature and water vapor mixing ratio 
observations and 10-m and LML wind observations 
are considered “surface” (Sfc.) and that zi=PBL top. 

Obs Nudging 
Winds T / Qv Name 

Sfc. <zi >zi Sfc. <zi >zi 
CTL No No No No No No 
DEF Yes Yes Yes No No Yes 
SFC Yes Yes Yes Yes No Yes 

SFCBL Yes Yes Yes Yes Yes Yes 
 
 



5. RESULTS 
 

5.1 1D Experiments 
 
The mean profiles of air temperature (averaged over 

the 3 case days and 5 locations) at 0900 UTC (0300 
LST) demonstrate the large differences among the 
experiments overnight (Fig. 2).  Note that for model 
values, the value closest to the surface is a 2-m 
diagnosed air temperature and other levels are the 
values at each model level (starting at ~30 m AGL).  
The observed value plotted closest to the surface is the 
2-m surface observation, while other levels are 
interpolated from the 3-hourly soundings to the model 
levels.  Exp. CTLG shows a pronounced warm bias near 
the surface for these cases. 

The addition of mass-field obs nudging (Exp. SGA1; 
Fig. 2) significantly cools the near surface air 
temperature.  However, note that at the LML, the model 
is now significantly cooler than the observation.  This is 
because the innovation was calculated by comparing 
the 2-m observation with the LML model value (~30 m 
AGL) meaning that data assimilation is attempting to 
drag the LML value to the 2-m observation (which is 
much cooler than the LML observation).  Calculating the 
innovation using the 2-m model-diagnosed value (Exp. 
SGA2; Fig. 2) ameliorates this issue. 

In Exp. SGA2, the top of the surface-based inversion 
is higher than either the control experiment (Exp. CTLG) 
or the observations (Fig. 2).  Although for these cases, 
this improves the model air temperature due to the 
warm bias, in general this may indicate that the 
influence of the surface is being spread too strongly 
upward.  Limiting the vertical spreading of the innovation 
to only one level (Exp. SGA3) somewhat improves this. 
During stable conditions, as seen during the night in 
these cases, the influence of the surface is limited to 
near the surface.  However, during daytime convective 
conditions, the influence of the surface should be 
communicated throughout the well-mixed PBL.  To 
account for this, Exp. SGA4 spreads the innovation from 
surface observations throughout the PBL.  The daytime 
mean absolute error (MAE) profile (Fig. 3) in the lowest 
1000 m AGL improves from 1.2 K for a 1-layer vertical 
influence to 0.9 K for a 3-layer vertical influence to 0.7 K 
for a whole-PBL vertical influence. 

The temperature of the land-surface does not have 
time to fully adjust to the changes in the near-surface air 
temperature, and this results in substantial changes in 
the vertical profile of temperature in this region (Fig. 4).  
For example, overnight in the control experiment with no 
nudging (Exp. CTLG; Fig. 4a) the difference between 
the top soil layer (10-cm) temperature and the LML air 
temperature is very small (shaded region).  In contrast 
to this, there is a substantial difference in the 
experiment using the best methodology found thus far 
(Exp. SGA4; Fig. 4b).  Nudging the top soil layer 
temperature based on the innovation calculated from 
the surface temperature restores the balance overnight 
(Exp. SGA5; Fig. 4c; top soil layer temperature minus 
LML temperature is 0.1 ˚C for Exp. SGA5, which 
compares favorably to 0.0 ˚C for Exp. CTLG versus 
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Fig. 2. Temperature profiles (°C, averaged over the 
five locations and three case days) for observations, 
the GS control experiment, and selected surface 
obs nudging DA experiments at 0900 UTC (0300 
LST).  The lowest point plotted is the 2-m AGL 
model-diagnosed temperature and the surface 
temperature observation.  Other points plotted are 
each model level and the radiosonde observations 
interpolated to this level.  The average of each 
profile is listed in parentheses in the legend. 
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Fig. 3. Temperature MAE profiles (°C, averaged over 
the five locations and three case days) for 
observations, the GS control experiment, and 
selected surface obs nudging DA experiments at 
2100 UTC (1500 LST).  The average of each profile is 
listed in parentheses in the legend. 

2.2 ˚C for Exp. SGA4).  There is also a small 
improvement in air temperature near the surface 
overnight (not shown). 

The PBL height was found to be degraded by the 
assimilation of only surface mass-field observations; the 
MAE for the 1500-0000 UTC period during which 
diagnoses are available increases from 413 m for Exp. 
CTLG to 486 m for Exp. SGA5. This is because 
correction of temperature biases near the surface can 
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Fig. 4. Time series of lowest model level air 
temperature (30 m), 2-m temperature, skin 
temperature, and top layer soil temperature (0-10 
cm) (°C, averaged over the five locations and three 
case days) from 0000 UTC to 0000 UTC the following 
day (1800 LST to 1800 LST) for a) control 
experiment CTLG, and DA experiments b) SGA4, 
and c) SGA5.  The difference between LML air 
temperature and top soil layer temperature is 
shaded in grey. 

change the stabilization of the PBL which is important in 
determining PBL growth.  1D experiments not shown 
here indicated that the addition of above-PBL mass-field 

observations to the data assimilation removes this 
degradation (MAE 345 m). 

 
5.2 3D Experiments 

 
The 3D DI experiments demonstrate the 

improvements to forecasts due to these data 
assimilation methods.  Fig. 5 shows the temperature 
MAE for the pre-forecast period (0000 to 1800 UTC) 
and the forecast period (1900 to 0000 UTC) averaged 
over the three case days for surface (2 m), 0-150 m, 
and 150-1000 m layers.  In general the inclusion of each 
additional type of observations in the data assimilation 
improves the results at each of the three layers.   

At 2 m (Fig. 5c) during the DI period (0000-1800 
UTC) default nudging (Exp. DEF) improves the results 
somewhat (MAE from 1.5 to 1.4 K) but more substantial 
improvements are seen with the addition of surface 
mass-field observations (Exp. SFC; MAE 0.9 K) and the 
addition of within-PBL mass-field observations (Exp. 
SFCBL; MAE 0.9 K).  During the forecast period (1900-
0000 UTC) Exps. SFC and SFCBL still show a slight 
improvement over Exp. DEF, and all htree experiments 
produced lower errors than the FDDA Exp. CTL.   

For 0-150 m and 150-1000 m AGL (Fig. 5a-b), the 
relative importance of surface observations decreases 
and the relative importance of within-PBL observations 
increases.  By the end of the forecast period the 
improvement due to surface observations generally is 
very small, but the use of within-PBL observations still 
results in a small improvement (~0.1 K). 

The model-diagnosed PBL height as compared to 
the lidar-derived values improves with the use of default 
data assimilation (Exp. DEF; Table 3) and the addition 
of surface and within-PBL mass-field observations has 
little additional effect on PBL height, indicating that 
observations can be assimilated as proposed in this 
paper at the surface and within the PBL without 
adversely affecting PBL heights. 

 
6. SUMMARY AND CONCLUSIONS 

 
Methods to assimilate surface and within-PBL mass-

field observations using obs nudging are evaluated 
using the Noah LSM and the Gayno-Seaman TKE 
scheme for dynamic analysis (DA) with 1D MM5 
simulations and dynamic initialization (DI) with 3D MM5 
simulations.  These experiments used three case days 
over the Southern Great Plains during the IHOP field 
experiment. 

Careful assimilation of surface mass-field 
(temperature and water vapor) observations can 
improve mesoscale model simulations.  To compute the 
innovation used in assimilation, it is recommended that 
surface observations be compared to model fields at the 
height of the observations (2 m AGL), rather than 
comparing surface observations to lowest model level 
values (30 m AGL in this study).  Due to differences in 
the vertical mixing and error correlation, the innovation 
based on the surface observation may be best applied 
during free convective conditions throughout the PBL, 
and during other conditions only at the LML. The use of 
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Fig. 5. Time series of domain-averaged air 
temperature MAE over the three case days at a) 150-
1000 m, b) 0-150 m, and c) 2 m. The vertical line at 
1800 UTC shows the end time of the pre-forecast 
data assimilation.  The average for the pre-forecast 
period (0000-1800 UTC) and the average for the 
forecast period (1900-0000 UTC) calculated by 
weighting equally each time plotted are shown in 
the legend for each line. 

 
surface observations to nudge atmospheric air 
temperature tended to alter the vertical temperature 
profile from the soil to the lower atmosphere, so Noah 
  

 

Table 3. Model-diagnosed PBL height from 4-km 3D 
MM5 experiments compared to lidar-derived PBL 
height from aircraft transects for all transects in the 
6-h forecast period. 

PBL Height (m) 
Date Exp. 

Mean ME MAE 
CTL 1447 +156 327 
DEF 1392 +102 277 
SFC 1360 +69 273 

29 May 

SFCBL 1345 +54 273 
CTL 1406 +34 185 
DEF 1307 -65 167 
SFC 1276 -96 173 

6 June 

SFCBL 1298 -74 172 
CTL 1224 -380 407 
DEF 1403 -201 313 
SFC 1389 -216 320 

7 June 

SFCBL 1384 -221 333 
CTL 1359 -63 306 
DEF 1367 -55 252 
SFC 1342 -81 255 

Mean 

SFCBL 1342 -80 259 

 
soil temperature was also nudged to decrease this 
problem and improve model air temperature predictions. 
 The assimilation of surface observations only can 
change the stabilization and degrade the PBL height.  
However, the addition of above-PBL observations 
removes this degradation. The use of within-PBL 
observations further reduces error throughout the PBL.  

These results suggest that mass-field data properly 
assimilated at the surface and within the PBL can have 
significant positive impact in the boundary layer without 
disrupting the PBL height fields critically important for air 
chemistry and atmospheric transport and dispersion. 
The boundary layer data assimilation techniques tested 
here were effective for both a TKE scheme (GS) and a 
first-order scheme (MRF, not shown; Hong and Pan 
1996; Liu et al. 2006) with each coupled to the Noah 
LSM.  Since the WRF model also contains the Noah 
LSM and has both a TKE scheme (Mellor-Yamada-
Janjic; Janjic 2002) and an updated version of the non-
local first-order MRF scheme known as the Yonsei 
University scheme (YSU; Skamarock et al. 2005), the 
nudging techniques demonstrated here should be 
applicable to both MM5 and WRF. 
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