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1. INTRODUCTION 
 
 Verification of numerical weather prediction (NWP) 
models at sea is complicated by the relative dearth of in 
situ observations.  Aloft, this issue can be addressed in 
part by using cloud-track winds.  Surface verification is 
equally challenging, with satellite-borne scatterometers 
such as ASCAT (Figa-Saldaña et al. 2002) and passive 
techniques offering the primary means of mapping the 
oceanic surface wind field (herein, surface refers to 10 
m above sea level).  In both cases the process is 
somewhat incestuous as these observations are also 
assimilated into many over-ocean NWP models.  Both 
also suffer from relatively low spatial resolution, limiting 
verification of mesoscale and sub-mesoscale features.  
Spaceborne synthetic aperture radar (SAR) offers the 
potential to address this resolution issue.  SAR also 
offers the advantage of verifying the NWP model 
against independent data, unlike scatterometer wind 
observations which are often assimilated into the model.  
In this study we used RADARSAT-1 and Envisat Wide 
Swath synthetic aperture radar (SAR) observations to 
detect surface wind field errors in the NOGAPS global 
model.  The study focused on the Gulf of Alaska and 
adjacent waters because of the broad range of 
meteorological phenomena that inhabit this region. 
 
2. SYNTHETIC APERTURE RADAR WIND 

 
Synthetic aperture radar can be used to estimate 

the surface wind speed in much the same way 
scatterometers do, by inverting the radar backscatter 
from small waves on the ocean surface (Stoffelen and 
Anderson 1993, 1997).  For the SAR wavelengths used 
in this study, the signal is backscattered primarily by 
wind-driven waves of a few centimeters wavelength.  
The inversion is possible because the amplitude of 
these short waves responds quickly to changes in wind 
speed (faster winds yield larger wave amplitude), thus 
changing the SAR backscatter created through a Bragg-
like resonance.    The relevant wave age is on the order 
of seconds to 10s of seconds. Thus, fetch is not an 
issue on large bodies of water.  This rapid response,  
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coupled with the high spatial resolution of most satellite-
borne SARs, allows for the mapping of surface wind 
structures at resolutions of 100 m or better.   

The diagnosis of surface wind speed from 
backscatter is usually undertaken using the semi-
empirical scatterometer algorithms based on CMOD4 
(e.g., Freilich and Dunbar 1999; Stoffelen and Anderson 
1993) and CMOD5 (Hersbach 2003).  While these 
algorithms were originally developed for vertically 
polarized satellite-borne scatterometers, most have 
been modified for use with horizontally polarized SARs 
(e.g. Thompson and Beal 2000; Thompson et al. 2001).  
The results compare well with in situ observations in 
most cases (e.g., Horstmann et al. 2003; Monaldo et al. 
2001, 2004, Fisher et al 2007), although significant 
errors can result from ocean currents, surfactant slicks, 
(Johannessen et al. 1999), and non-neutral static 
stability in the atmospheric surface layer (Foster et al. 
2004). 

The relationship one inverts to obtain SAR-derived 
wind speed (SDWS) from SAR backscatter also 
depends upon the radar look direction relative to the 
wave crests and thus the surface wind direction.  This is 
because SAR backscatter intensity varies depending on 
the direction of the incident beam relative to the wave 
orientation.  Thus, wind direction information is required 
in order to derive surface wind speed from backscatter 
data.  While satellite-born scatterometers such as 
instrument aboard the ASCAT satellite neatly solve this 
problem by using multiple look directions, allowing 
simultaneous diagnosis of both the wind direction and 
speed, SAR sacrifices that capability as a result of the 
very antenna configuration and SAR processing that 
allows it to achieve much higher spatial resolution 
(Monaldo et al. 2004).  

A variety of surface wind direction data have been 
used in SAR wind speed inversions.  Some users 
deduce the wind direction from the SAR backscatter 
field itself by observing island wind shadows and 
boundary layer streaks (e.g. Gerling 1986; Wackermann 
et al. 1996; Fetterer et al. 1998; Horstmann et al. 2000).  
Others utilize the course-resolution wind directions 
available from more-or-less coincident scatterometer 
observations.  In this study we follow Monaldo et al. 
(2001) in using NWP model fields to provide the wind 
directions.  This procedure offers the operational 
advantages of global coverage and objectivity.  The 



NWP model used for this study was NOGAPS (Monaldo 
et al. 2001) although others have proved equally 
appropriate. 
 
3. METHOD 

 
The approach of employing NOGAPS wind 

directions in the SAR wind speed inversion not only 
provides guarantee of wind direction data being 
available, but also allows SAR to be used as a check on 
model wind direction as well as wind speed.  This dual 
capability arises because there are four possible 
outcomes of a SDWS-based NWP model wind 
verification at a given location.  First, the SDWS and 
NWP model surface wind speeds can agree because 
both the model wind speed and direction are correct.  In 
this situation the SDWS is correct because the NWP 
model wind direction is correct, and thus the SDWS 
matches the model wind speed.  Second, the SDWS 
and NWP model wind speeds can disagree because 
although the model wind direction is correct, and thus 
the SDWS is correct, the model wind speed is incorrect.  
Third, the SDWS and NWP model wind speeds can 
disagree because although the model wind speed is 
correct, the model wind direction is incorrect, thus the 
SDWS is incorrect.  Unless independent wind directions 
are available to check against the NWP model wind 
directions, there is no way to distinguish between the 
second and third outcomes so as to determine whether 
it is the model wind speed or model wind direction that 
is in error.  Finally, under fortuitous combinations of 
NWP model wind speed and wind direction errors, the 
SDWS may equal the NWP model wind speed.  Thus, in 
this unlikely circumstance, the incorrect SDWS and 
NWP model wind speeds will match.  
 
4. RESULTS 
 

This procedure for NWP model error analysis was 
undertaken for 32 cases using SDWS images 
specifically selected for the mesoscale atmospheric 
phenomena present, including fronts and their prefrontal 
jets, gap flows, island wakes, barrier jets, mountain lee 
waves, and convective outflows (Young et at. 2008).  
This mesoscale feature-rich sample represents a worse 
case for the NOGAPS surface wind fields due to their 
limited spatial resolution.  Discussion of the results will 
begin with detailed analysis of one such case in order to 
illustrate the consequences of NWP model resolution 
errors.  Discussion of the average error statistics for the 
full 32 case sample then follows. 
 
4.1 Example case 
 

Figure 1 shows the SDWS image of a portion of a 
front, marked by the mesoscale transition from 
postfrontal winds of around 10 m/s to a prefrontal jet of 
over 20 m/s (Young et al. 2005).  The front is 
progressing northeastward across the image, while the 
prefrontal jet is blowing from southeast to northwest 
through the Aleutian Islands.  The islands themselves 
have   been   masked   out   in  dark  blue.     Mesoscale  

 
Figure 1. Portion of a land masked RADARSAT-1 
SDWS image of an intense prefrontal low-level jet 
flowing from southeast to northwest through the Aleutian 
Islands, 4:46 UTC on February 05, 2007.  Image is 
located near 54 N, 166 W. This image shows the 
signatures of both island wakes and mountain lee 
waves.   (Provided courtesy of JHUAPL. Original SAR 
image ©CSA) 

 
features visible in the SDWS image include the 
signatures of island wakes and mountain lee waves 
(Schär and Smith 1993).   The island wakes appear as 
bands of lower wind speed in the lee of the islands while 
the mountain lee waves appear as v-shaped patterns of 
alternating high and low wind speeds in the lee of the 
major volcanic peaks of the Aleutian chain. 

Figure   2   shows    the    corresponding   NOGAPS  
 

 
Figure 2.  Same as Figure 1, except depicting the 
corresponding NOGAPS surface wind speed.   
(Provided courtesy of JHUAPL.) 
 
surface wind speed field.  The most striking feature of 
this field is its relatively low resolution compared with 
the SDWS image.  Despite its inability to resolve 



mesoscale flow features, the NOGAPS field clearly 
captures the sharp wind speed gradient across the front 
and the intensity of the prefrontal jet. 

The difference between the NOGAPS and SDWS 
fields is thus composed of two components, the 
fundamental difference on scales resolved by the model 
(i.e. model error) and the SDWS-detected features at 
scales  not resolved by the model.    Figure 3  shows the  

 

 
Figure 3.  Same as Figure 1, except depicting the 
difference between the NOGAPS wind speed and the 
SDWS filtered to the same spatial resolution. 
 
NWP model error on the NOGAPS-resolved scale.  
While the general depiction of the synoptic situation is 
good, at least two issues are detected.  First, the 
prefrontal jet is about 4 to 8 m/s slower in NOGAPS 
than in SDWS.  This could be due to either NWP model 
wind speed error or a difference in wind direction 
between the model and reality.  Given that NOGAPS 
has the frontal alignment essentially correct, the error is 
probably primarily in wind speed rather than wind 
direction. 

The second NOGAPS – SDWS difference shown in 
Figure 3 is the band of positive values along the western 
edge of the image, particularly north of the Aleutians.  
This corresponds to a band of anomalously low SDWSs, 
the result of a lack of dynamic range in the near-range 
leading to saturation (and hence incorrectly low wind 
speeds).  This example illustrates that one must be 
careful to distinguish between SDWS errors and NWP 
model errors as both can be present in the same image. 

The second component of wind speed difference 
field, the SDWS variations on scales too small to be 
resolved by NOGAPS, is shown in Figure 4.  In this 
image, the signatures of such mesoscale meteorological 
features as island wakes and mountain lee waves show 
up clearly, as do beam seams and other SAR 
processing artifacts.  The latter are seen as straight 
lines or bands across the image.  It is noteworthy that 
the range of wind speed variation is roughly twice as 
great for this component as for the model error shown in 
Figure 3.  The largest variations occur in the most 
intense mesoscale flow perturbations: island wakes and  

 
Figure 4.  Same as Figure 1, except depicting the 
SDWS high-pass filtered to eliminate those scales 
resolved by  NOGAPS. 
 
mountain lee waves.  Some variation is also evident in 
mesoscale substructure within the prefrontal jet to the 
southeast of the Aleutian chain. 

Many user communities rely on derived products 
such as gale warning maps rather than raw wind speed 
images.  Thus, the analysis above is extended to gale 
warning maps as a means of showing the impact of 
NWP model resolution, bias, and feature position errors 
in such products, along with SAR’s ability to detect 
these problems.   Figure  5 depicts  the SDWS-detected  
 

 
Figure 5.  Same as Figure 1, except depicting the 
coverage of gale-strength winds as detected by SDWS. 
 
gale areas in red.  The dominant feature is the band of 
gales associated with the prefrontal jet.  This band is 
broken by mesoscale lulls associated with island wakes 
and mountain lee wave crests (i.e. weakened or 
reversed flow under wave rotors, Vachon et al. 1995, 
Winstead et al. 2002). 

 



Figure 6 shows how the same gale map would look 
  

 
Figure 6.  Same as Figure 1, except depicting the 
coverage of gale-strength winds as detected by the 
SDWS filtered to the same spatial resolution as 
NOGAPS. 
 
if the SDWS resolution were reduced to that of 
NOGAPS.  The mesoscale lulls are eliminated while the 
prefrontal jet gale remains. 

Figure 7, shows the corresponding gale map for the  
 

 
Figure 7.  Same as Figure 1, except depicting the 
coverage of gale strength winds in the corresponding 
NOGAPS field. 
 
NOGAPS model field.  While correctly located, and 
exhibiting a gap in the lee of the Aleutian chain, the area 
coverage of gales is much reduced in NOGAPS 
compared with that seen in Figs 5 and 6.   This reflects 
the speed bias (NOGAPS too slow) noted above, and 
also suggests that despite its low resolution, NOGAPS 
is capturing at least the synoptic scale aspects of the 
mountain-induced decrease in surface wind speed in 
the immediate lee of the Aleutians. 

4.2 Error Statistics 
 

Error statistics were computed and are presented in 
Tables 1 and 2.  Table 1  shows  the bias (i.e.  the mean  

 
Statistic Bias 

(m/s) 
RMSE 
(m/s) 

RMSE of 
unresolved 
Flow (m/s) 

Example -2.8 4.4 2.1 
Typical (32 
case sample) 

-1.2 3.2 2.0 

 
Table 1.  Error statistics for the individual case 
discussed here and corresponding mean values of 
these statistics from the 32-case sample analyzed. 
 

Statistic Gale TS Gale FAR Gale POD 
Example 0.33 0.21 0.37 
Typical (32 
case sample) 

0.18 0.33 0.21 

 
Table 2.  Same as Table 1, except containing the 
statistics for detection of SDWS-mapped gale-strength 
winds by NOGAPS.  TS is threat score, FAR is false 
alarm rate and POD is probability of detection. 
 
difference between NOGAPS and SAR-derived wind 
speeds), the root-mean squared error (RMSE) between 
NOGAPS and SAR-derived wind speeds, and the 
RMSE of the intrinsic SDWS in comparison to that 
filtered to the NOGAPS resolution.  Table 2 shows error 
statistics for the NOGAPS gale warning map as verified 
against the corresponding filtered SDWS map.  These 
statistics include threat score (TS), false alarm rate 
(FAR) and probability of detection (POD) (Wilks, 1995).  
Both tables include one row for the case discussed 
above and another for the mean value of each statistic 
for the set of 32-cases analyzed for this study. 

Table 1 shows that for the set of 32 images, the 
NOGAPS surface wind speed field shows a slight slow 
bias, perhaps from its inability to resolve intense 
mesoscale flows.  The RMSE is larger than one would 
expect from SDWS error alone (Fisher et al., 2007).  
This undoubtedly reflects the unresolved mesoscale 
flows as well.  Indeed, the RMSE of the unresolved flow 
is of just about the right magnitude to account for this 
difference.  Taking advantage of the fact that variances 
sum, one can compute that the RMSE for the resolved 
scales is about 25% larger than that for the unresolved 
scales (i.e. 2.5 versus 2.0 m/s). 

Table 2 shows that the resolution-induced errors 
can have a serious impact on NOGAPS gale warning 
maps.   The probability of detection is on average only 
21%, indicating that most gale pixels in this SDWS 
image set are missed by NOGAPS.  In contrast, the 
false alarm rate is only 33%.  In combination these 
statistics indicate that the NOGAPS field is much more 
likely to miss a gale pixel than to depict one where none 
exists in the SDWS image.  The overall threat score is a 
relatively poor 0.18.   



These results would undoubtedly change, and 
probably improve markedly, if a high-resolution 
mesoscale NWP model were verified against the 
SDWS.  The improvement should be particularly good 
for terrain-driven mesoscale flows where position errors 
are minimized.  In contrast, for mesoscale flows 
resulting from synoptic scale features, position errors of 
the parent features could preclude such resolution-
based improvement.  
 
5. CONCLUSIONS  
 

SDWS images were analyzed for a number of 
meteorological phenomena including prefrontal jets, gap 
flow, island wakes, and mountain waves.  The results 
suggest that NOGAPS surface wind errors result from 
two primary causes: misplacement of synoptic scale 
weather features and failure to resolve mesoscale 
structures of topographic origin.  Moreover, verification 
against SDWSs which have been spatially filtered to the 
model resolution reveals that RMSE on model resolved 
scales is typically somewhat larger than that due to the 
filtering inherent in the model’s finite spatial resolution. 

Future work should extend this analysis to higher 
resolution NWP models such as WRF (Schroeder et al., 
2006) and to model forecasts as well as analyses. 
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