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1. Introduction

The NOAA Science Advisory Board’s Panel on Strategies for Climate Monitoring prioritizes the development of a set of Benchmark measurements for monitoring long-term changes in climate. As defined by the Panel, Benchmark measurements adhere to principles requiring demonstrable accuracy tied to metrological standards on a limited set of climate variables relevant to decadal-to-century scale climate change. An illustrative example of a Benchmark measurement is the baseline CO₂ monitoring effort maintained by CMDL. Spectrally resolved, thermal radiance measurements from space constitute a key Benchmark measurement that is well-studied (Harries et al. 2001) and capable of early deployment. The realization of this benchmark measurement requires scientific infrastructure which is singularly focused on the radiometric accuracy target. This infrastructure connects precision measurements in the laboratory through identical hardware to on-orbit diagnostics in the satellite.

We present a numerical model which quantifies the expected radiometric performance of a prototype instrument for a benchmark radiance measurement. The model calculates the systematic error as a function of observed brightness temperature and wavenumber. The model is based on a design for a low-cost, lightweight satellite. This design includes two bore-sighted Michelson interferometers covering the spectral window from 250 to 2000 cm⁻¹ (40 to 5 µm) at a spectral resolution of ~ 0.5 cm⁻¹, with an accuracy goal of 0.1 K on at 250 K brightness temperature at 750 cm⁻¹. This level of accuracy in a space-based measurement represents a significant challenge. Because the satellite must satisfy the objective of convincing future investigators of accuracy, radiometric performance must be clearly documented.

The calibration strategy for this Benchmark measurement is based on the principles of precision metrology (Keith and Anderson 2001). Every source of systematic error that is significant at the 10 mK level will be measured independently. The end-to-end performance of the instrument will then be carefully quantified, and analyzed for its agreement with the constituent error sources. The model under development presented here provides a quantitative simulation of these systematic errors. The model is designed to both simulate the errors independently and calculate their effect as they would occur together in the real instrument. The parameters utilized by the model reflect the actual performance of instrumental subsystems as determined both by empirical measurements and from engineering specifications. The model converts the subsystem parameters into their associated systematic radiometric errors, expressed in units of equivalent temperature. Errors related to the calibration standards (blackbodies) and instrumental optical performance are treated, including blackbody thermometry and emissivity, out of field of view optical sensitivity, infrared detector and signal chain nonlinearity, and polarization effects. These errors have been treated for other infrared radiometers (Fennelly et al. 2001, Best et al. 1997, Mason et al. 1996). The following table shows the design values for the individual errors simulated in this model (Anderson et al. 1995).

<table>
<thead>
<tr>
<th>Systematic Error</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute Thermometry</td>
<td>0.030 K</td>
</tr>
<tr>
<td>Blackbody Inhomogeneity</td>
<td>0.035 K</td>
</tr>
<tr>
<td>Blackbody Emissivity</td>
<td>0.9997</td>
</tr>
<tr>
<td>Polarization Error</td>
<td>0.0011°C scene temperature contrast</td>
</tr>
<tr>
<td>Out-of-Field of View (FOV) Sensitivity</td>
<td>0.01%</td>
</tr>
<tr>
<td>Signal Chain Nonlinearity</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

These errors are treated with the goal of providing a performance baseline for critical analysis of on-orbit accuracy and to evaluate effects of the space environment on the measurement calibration.

2. Numerical Model

A calibrating, spectrally resolving radiometer requires three basic components: calibration standards, a means of spectral dispersion, and a radiation detector. The candidate radiometer simulated by this model has three calibration standards: two blackbody cavities and a deep space view, to allow overdetermination of the calibration (assuming the radiometer has a linear response to incident flux). The level of measurement accuracy achieved during flight can therefore be critically analyzed by intercomparing the three calibration standards.

The blackbodies are composed of deep cylindrical cavities coated with very low reflectivity coating, which yields emissivity very near (but not perfectly) unity. The cavities are maintained at a stable temperature by closed loop control, monitored by redundant temperature sensors. For accurate determination of radiometric zero, a deep space view is included as a calibration standard. The systematic errors due to the blackbodies are related
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to differences between the true photon flux provided by the blackbody and the estimated photon flux from the measured thermometric temperature and the estimated emissivity.

**Numerical Instrument Model**

**Figure 1:** A flow chart of the numerical model of the prototype Benchmark spectrometer. Radiation scenes undergo sequential operations simulating the systematic errors specified by the characteristics of the actual instrumental hardware. The large central rectangle represents the numerical model; the left hand column represents the instrument subsystem parameters, which determine the magnitude of the systematic errors. The ellipses on the right hand side represent the internal calculations of the model. An observed scene plus two calibration scenes are processed from top to bottom, finally producing a calibrated output scene, from which the systematic errors are determined, as shown in the bottom plot.

A corner cube, four port FTS provides spectral dispersion. The input port that views the scene (either calibration scene or atmospheric scene) is differenced against a stable radiometric standard. An optical pointing system is required to select the light that is directed into this input port. This action is accomplished via a pointing mirror. The systematic errors due to the spectral disperser and optical system are related to stray light which is directed into the observation scene, and to changes in optical efficiency due to polarization effects as the pointing mirror rotates relative to the FTS beamsplitter.

At each detector port, a pyroelectric detector senses the interferometric signal. Although pyroelectric detectors have relatively low detectivity ($D^*$) and thus lower signal-to-noise ratio (SNR) than quantum detectors such as mercury cadmium telluride (MCT) detectors, they have a much more linear response and cover a wider spectral window with nearly constant responsivity. The systematic errors associated with the detector are due to nonlinearities in its response and within the signal chain. The noise intrinsic to the detector (as measured by $D^*$) adds a random noise component to the spectral measurement.

As shown in figure 1, the model performs sequential operations that simulate the changes to the observed radiation field due to the characteristics of the instrument. To calculate the error for a given observation scene, three spectral acquisitions are simulated: the observation scene itself, and two calibration scenes. The calibration scenes are necessary to derive the calibration coefficients as per Revercomb et al. (1988).

The first module of the model simulates the optical properties of the spectrometer. For blackbody calibration scenes, the radiances are calculated from the planck function for the chosen calibration temperature. Calibration temperatures are chosen to bracket the expected range of observation temperatures, which are expected to be between 180 K and 320 K. This radiances is then multiplied by a factor less than one to simulate the imperfect emissivity of the blackbody cavity.

$$r_{bb} = \varepsilon R_{\text{planck}}(T)$$

Here a constant value of $\varepsilon$ for all wavenumbers is used, although a factor which is a function of wavenumber may be used if detailed measurements show significant frequency-dependent emissivity. The value of $\varepsilon$ used for this work was 0.9997. This emissivity may be readily achieved by utilizing Enhanced Martin Black coating in a cavity with a diameter to aperture ratio of 3.

The next step is to simulate stray radiation which is modulated by the interferometer and enters the infrared detector. (Laboratory observations indicate radiation from outside the field of view is well approximated by thermal radiation at ambient instrument temperature). The observed radiation is modeled as a linear combination of the scene radiation from the previous operation and blackbody radiation at the temperature of the instrument optics.

$$r_{\text{scene}} = (1 - \beta) r_{\text{scene}} + \beta r_{\text{ambient}} (t, T)$$

The value of the out of field sensitivity $\beta$ used for this work was 0.01%. Because this ambient radiation represents an offset to the scene radiance, the calibration procedure will compensate for it if it is stable over an acquisition cycle. If it varies between acquisitions of calibration and observation scenes, an error will be introduced. To simulate this property, the model varies the temperature of the ambient radiation and the reference input between data acquisitions. This introduces the thermal stability of the instrument as a significant source of systematic error. The thermal stability of the reference input was 400 min/K. The thermal stability of the emission temperature of the ambient (stray) radiation was 80 min/K.

The next step simulates the polarization effect due to changes in orientation between the optical axes of the pointing mirror and the beamsplitter. The reflectivity of the pointing mirror is slightly different for radiation polarized parallel and perpendicular to the plane of reflection (called $s$- and $p$-reflectivities). The correction takes the form:
Since the candidate detector for this spectrometer is a pyroelectric sensor and the emitting surface, and from inaccuracies in measurement by the temperature sensors themselves.

The calibration coefficients are calculated by solving the system of equations:

\[ S_{Sf} = A_{Sf} + B_{Sf} r_{Sf} \]

where \( S \) is the observed radiance signal for each blackbody \( i \) and channel \( \tilde{V} \), and \( r \) is the true radiance calculated from the Planck function. \( A \) and \( B \) are the calibration coefficients, computed for each wavenumber channel. \( A \) represents the optical offset vector, \( B \) represents the instrument gain. The thermometry errors are simulated by computing a blackbody radiance \( r \) for a temperature differing from the blackbody scene temperature by some error \( \Delta T \).

\[ r_{Sf} = r_{\text{planck}}(T - \Delta T) \]

The value for the thermometry error \( \Delta T \) used for this work is 0.065 K. This value includes 0.03 K absolute thermometry error (inaccuracy of the temperature sensor) plus 0.035 K blackbody inhomogeneity error (spatial temperature inhomogeneity of the blackbody, difference between temperature of emitting surface and region of temperature sensor).

### Results

The calculation of the radiometric error in equivalent temperature units was performed for brightness temperatures ranging from 210 K to 325 K, for frequencies from 200 cm\(^{-1}\) to 1600 cm\(^{-1}\). The results for these calculations are shown in figure 2. This figure shows that the highest levels of accuracy are achieved in the middle of the instrument’s spectral window, between 500 cm\(^{-1}\) and 1000 cm\(^{-1}\). This spectral region covers several important radiative forcings, including CO\(_2\), CFC-11 and CFC-12 and O\(_3\), CH\(_4\) and water vapor have strong radiative forcings nearby between 1100-1300 cm\(^{-1}\), where radiometric accuracy is also good except for very cold equivalent temperatures.

The errors at warm temperatures are dominated by the nonzero reflectivity of the blackbodies. This effect produces a warm bias on the measurement, which is most pronounced for the hottest scenes and is near zero for very cold scenes. At cold temperatures, the errors are dominated by stray light effects, which are largest at higher frequencies. Because cold scenes emit a relatively low quantity of radiation at these frequencies, stray radiation from warm scenes has an exaggerated effect. The nonlinearities at warm temperatures are most pronounced at the edges of the spectral window, where the ratio of aliased radiance to real radiance is largest. Thermometry errors create a radiometric error that is nearly equal in equivalent temperature across the window. Polarization errors are largest for scenes that are either very hot or very cold, since they are proportional to the temperature contrast between the pointing mirror and the scene.
Total systematic radiometric errors in K

Figure 2 Results of model calculation for error budget given in table 1. The calculations predict that the instrument will demonstrate better than 0.1 K radiometric accuracy for frequencies between 500-1000 cm\(^{-1}\) for all brightness temperatures between 210-325 K. Between 1100-1400 cm\(^{-1}\), better than 0.1 K accuracy is achieved for brightness temperatures above 240 K. This performance meets the requirements for monitoring the decadal-scale trends in the radiative forcing due to the key greenhouse gases CO\(_2\), CH\(_4\), H\(_2\)O, N\(_2\)O, O\(_3\), CFC-11, and CFC-12.

Conclusions

The radiometric performance of a prototype spectro-radiometer for long-term climate monitoring may be simulated by a set of simple calculations that utilize parameters from engineering specifications and laboratory experiments. These calculations reveal significant spectral variation in the achieved radiometric accuracy, which also depends considerably on scene temperature. These results may be used as a tool to optimize instrumental design to efficiently monitor long-term changes in climate.
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