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1. INTRODUCTION 
 
The Program for Research on Oxidants: 
Photochemistry, Emissions, and Transport 
(PROPHET) have been making continuous 
measurements of ozone during atmospheric 
chemistry intensives in July and August of 1998, 
2000, and 2001.  For the past two summers, 
2000 and 2001, an Integrated Sounding System 
(ISS) from NCAR (National Center for 
Atmospheric Research) has been deployed to 
provide detailed measurements of boundary layer 
structure.  Understanding boundary layer 
structure at this rural, forested site in Northern 
Michigan is a key part of the PROPHET mission 
to investigate the fundamental processes that 
determine atmospheric levels of ozone.  
Investigating the evolution and structure of the 
boundary layer under different synoptic scale 
meteorological patterns has improved our 
understanding of diurnal ozone behavior  
(Figure 1). 
 

 
 
 
 
 

Back trajectories were calculated with the 
HYSPLIT 4 (Hybrid Single-Particle Langrangian  
Integrated Trajectory) model (Draxler and Hess, 
1997).  These trajectories were analyzed and 
separated into transport direction for 1998 and  
2000.  During the PROPHET 1998 intensive 
campaign northerly flow out of Canada was 
observed 44% of the time, while southerly was 
observed 16% of the time (Cooper, 2001).  The 
analysis of PROPHET 2000 back trajectories 
revealed a similar flow pattern, northerly flow was 
observed 45% of the time, while the southerly 
flow was observed for 18% of the campaign. 
Typically, when the PROPHET site is on the 
backside of a surface anticyclone the site 
receives a modified maritime-sub-tropical air 
mass from the south/southwest and these are the 
trajectories that exhibit a pronounced increase in 
ozone concentrations.  In addition to these 
obvious changes that are driven by source region 
(eg., 25 ppb increase in average ozone, Figure 
1), we are interested in how the physical 
characteristics of the atmosphere change under 
different flow patterns, and how these changes 
affect trace gas chemistry.  A study by Crespi′ et 
al. (1994), using temperature profiles from free 
and tethered balloons, found that synoptic 
conditions exert a strong influence on the daily 
boundary layer height.  We show similar results 
and go one step further, demonstrating how 
changes in boundary layer behavior can 
influence ozone concentrations.  
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Figure 1. Hourly average ozone mixing 
ratios over the course of a day, for days 
grouped according to transport direction 



2. INSTRUMENTATION AND   
MEASUREMENTS 
 
NCAR’s ISS consists of a 915 MHz wind profiler, 
RASS (radio acoustic sounding system), a 10-
meter meteorological tower, and the capability to 
obtain atmospheric profiles using free 
rawinsondes and tethered rawinsondes.  The 
individual components of the ISS, integrated with 
one another, can provide detailed measurements 
of the atmospheric boundary layer.  The 915 MHz 
Doppler Beam Swinging (DBS) wind profiler 
measures the Doppler power spectrum using six 
alternating beam positions.  The six alternating 
beam positions consist of four oblique beams and 
two vertical beams of orthogonal polarizations.  
The vertical beam measurements are made in 
between each alternating oblique beam 
measurement (Cohn and Angevine, 1999).  
There were nine sweeps per cycle, with each 
sweep lasting approximately thirty seconds.  The 
profiler was in low mode for the first eight sweeps 
and then made one high mode measurement at 
the end of each cycle.  The low mode 
measurements give better resolution close to the 
ground, while the one high mode measurement 
measures higher into the vertical, but loses 
resolution between gates.  A time averaged 
Doppler power spectrum for each range gate is 
computed before the moments of the signal can 
be calculated (Carter et al., 1995).  The zeroth 
moment of the Doppler spectrum is the signal 
power, the first moment is the mean Doppler 
velocity, and the second moment is the spectrum 
variance.  The profiler measures the radial 
component of the wind in each beam direction.  A 
consensus-average over a 25-minute period, at 
each range gate, and each beam position of the 
radial velocities is taken before the average 
horizontal wind vector can be calculated (Carter 
et al., 1995).  The vertical beams provide a direct 
measurement of the vertical velocity 
 
The wind profiler is a very sensitive long-waved 
Doppler radar that detects gradients in the 
refractive index (Angevine et al., 1998).  
Turbulence can be responsible for producing 
variations in temperature, humidity and pressure, 
which cause a change in the refractive index 
(Dye et al., 1995).  Variations in the refractive 
index are caused by turbulence that is spatially 
one-half the profiler’s wavelength (15 cm) and 
these regions of small-scale turbulence are 
responsible for the incident power return to the 
wind profiler (Frisch and Weber, 1991; Angevine 
et al., 1994a).  The profiler signal-to-noise ratio 
(SNR) of the returned backscatter power is 
related to refractive index structure parameter, 
Cn2 (White et al., 1991).  Peaks in the refractive 
index structure parameter correspond to top of 
the boundary layer (Wyngaard and LeMone,  
 

1980), therefore range corrected SNR should 
indicate the top of the boundary layer due to this 
relationship between SNR and Cn2 (Angevine et 
al., 1994a).  Because the profiler’s signal drops 
off as 1/r2, the SNR needs to be range corrected 
as follows: 
 

( )210log*10 rangesnr +   (1) 
 
Figure 2 shows the range corrected SNR of the 
vertical beam.  An automated algorithm to find 
the top of the convective boundary layer (CBL) 
was implemented and is depicted as the solid 
black line in Fig. 2 (Angevine et al., 1994; 
Angevine et al., 1998).  The algorithm finds the 
maximum range corrected SNR value for each 
vertical profile and then computes a half-hour 
running mean of the heights that correspond to 
those maximum range corrected SNR values.  
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Figure 2. The range corrected SNR from the 
vertical beam and dark line is the automated 

algorithm 
e wind profiler technology used in combination 
th RASS provides a technique to obtain virtual 
mperature profiles every half-hour.  An acoustic 
lse sent vertically by four loud speakers 
rrounding the profiler, is tracked by the vertical 
am of the radar.  The vertical beam of the 
dar measures the speed of the vertically 
opagating acoustic wave front through the 
mosphere (Angevine et al., 1994b).  The speed 
 the wave is influenced by the fluctuations of air 
nsity through which the wave is traveling.  
om the relationship of the speed of sound 
rough the median and the vertical wind speed, 
vertical profile of virtual temperature is derived 
ngevine et al., 1994b). 
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where is the measured speed of sound and 
 is the vertical wind speed measured by the 
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3. LIMITATIONS OF ISS 
 
A limiting factor of following the early 
development of the nocturnal boundary layer 
(NBL) is the height of the profiler and RASS first 
gate.  The wind profiler measures at 46 range 
gates that are separated by 105 m.  The first gate 
of the profiler is 105 m above ground level (AGL).  
The RASS measures at 25 range gates, each 
separated by 60 m.  The first gate of the RASS is 
120 m above ground level.  RASS derived virtual 
temperature profiles are more useful than the 
range corrected SNR in determining the height of 
the NBL.  The automated algorithm using the 
range corrected SNR continues to find peaks in 
SNR well above the decaying CBL and the 
evolving NBL, in the residual layer, as long as 
there is turbulence inducing refractive index 
fluctuations on the order of one-half the profiler’s 
wavelength (15 cm) (Angevine, et al. 1994a).  
The automated algorithm using the vertical beam 
of the profiler does well in capturing the growth of 
the CBL.  However, the RASS signal falls off with 
height and the highest RASS gate is at only 1560 
m which, on some days, may be to low to detect 
the top of the CBL.  Another limitation of using 
RASS to determine the CBL is that the less 
stable afternoon atmospheric profiles cause the 
acoustic pulse of the RASS to be “blown” 
horizontally not allowing for detection by the 
vertical beam of the radar (Angevine et al., 1998). 
 
4. OTHER METHODS USED IN DETERMINING 
BOUNDARY LAYER HEIGHT 
 
Using data collected by the ISS, various other 
methods have been examined to help in the 
identification of features existing in the NBL and 
the early morning evolution of the CBL.  A 
method to calculate the lifted condensation level 
(LCL) height (Stull, 1998), calculation of potential 
and equivalent potential temperature profiles, 
calculation of the gradient Richardson number 
and the bulk Richardson number (Pleim and Xiu, 
1995; Grimsdell and Angevine, 1998), and free 
rawinsonde and tethered rawinsonde profiles 
have been used in combination with the 
automated algorithm to determine boundary layer 
heights throughout the day.  Along with the 
automated algorithm suggested by Angevine 
(1994a), Dye (1995) describes another algorithm 
in which the median Cn2 at each gate over a 
chosen period is calculated.  This alternate 
algorithm has also been used in determining 
boundary layer height.  
 
The presence of clouds complicates the 
interpretation of the automated algorithm to find 

the height of the CBL (Angevine et al, 1994a) and 
cloudy boundary layers are typically not well 
understood (Stull, 1988; Grimsdell and Angevine, 
1998).  The PROPHET site is surrounded by 
Lake Michigan to the north and west and Lake 
Huron to the north and east.  These large bodies 
of water as well as a number of smaller lakes 
account for a lake-induced stratus layer that the 
site experiences periodically.  The temperature 
and pressure of the LCL has been calculated 
using surface meteorological data as described 
by Stull (1998) with modifications according to 
Betts (2001).  Using the hypsometric equation, 
the height of the LCL was calculated.  The height 
of the LCL will be assumed to be in close 
proximity to cloud base and will compared to the 
running mean of the range corrected SNR. 
 
Potential temperature and equivalent potential 
temperature profiles derived from the RASS 
profiles of virtual temperature will be used to 
identify features of the NBL and the early 
morning evolution of the CBL.  Figure 3 is a 
vertical profile of potential temperature that has 
been calculated from the virtual temperature and 
surface meteorological measurements.  Figure 3 
illustrates the evolution of the NBL from just after 
00Z until the CBL begins to grow into the NBL 
just before 15Z. 
  

 
 
 
 
 
 

Figure 3.  Potential Temperature Profile 

The calculation of Richardson number and Bulk  
Richardson number will be used to identify the 
stability of the atmosphere within the NBL and 
the elevated residual layer.  The difference 
between the two calculations is that Pleim and 
Xiu’s (1995) method for the calculation of the bulk 
Richardson number involves only one wind 
measurement in the calculation, while the 
gradient Richardson number calculation involves 
the wind shear across a layer. 
 



Pleim and Xiu’s (1995) method of representing 
the planetary boundary layer bulk Richardson 
number is calculated by: 
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where g is the gravitational force, z is the altitude 
(height AGL of current profiler gate), vθ is the 
virtual potential temperature, and u and are the 
components of the horizontal wind.  Pleim and 
Xiu (1995), as well as Grimsdell and Angevine 
(1998) describe the following relationships for 
use in equation 3: 

v
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5. CONCLUDING REMARKS 
  
The depth of the boundary layer is one of those 
fundamental properties that influence fluctuating 
trace gas mixing ratios.  Understanding the time 
varying behavior of ozone and other trace gases 
is the mission of the ongoing PROPHET 
campaign.  Determining the depth and evolution 
of the CBL and the NBL under all types of 
atmospheric conditions is the first challenging 
step in relating the chemistry to the physics of the 
boundary layer.  Many different methods and 
calculations have been used in combination to 
obtain a breakdown of boundary layer height 
under varying synoptic meteorological conditions.  
These results will be presented along with daily 
ozone data also categorized by synoptic patterns 
to illustrate the influence of boundary layer 
structure on observed chemical behavior.  
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