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1 Introduction

This talk presents three-dimensional numerical sim-
ulations of oceanic trade cumulus clouds underlying
stratocumulus clouds. It is based on a Global En-
ergy and Water Experiment (GEWEX) Cloud Sys-
tem Study (GCSS) model intercomparison that is
loosely based on observed conditions during the At-
lantic Trade Cumulus Experiment (ATEX). It is mo-
tivated by the importance of this cloud type to global
cloud radiative forcing, and its role as a feeder sys-
tem for deep convection in the tropics. This study
focuses on the sensitivity of the modeled cloud field
to the domain size and the grid spacing by studying
two sequences of simulations with different domain
widths of 6.4 and 20.2 kilometers. Each sequence
contains simulations where the horizontal mesh spac-
ing ranged from 10 to 80 meters and the vertical from
5 to 40 m. The combination of large domain size and
small grid resolution (up to 2.5 billion grid-cells) pro-
vides an unprecedented perspective on this type of
convection. This is in contrast to Prior LES simula-
tions which have often used domains a few kilome-
ters wide. The larger domain size considered here is
comparable to the grid resolution of a typical cur-
rent mesoscale model (a similar resolution will soon
be achieved in some global weather forecast models),
and can better represent the potential horizontal vari-
ability achievable within a mesoscale grid cell.

Oceanic trade cumulus convection is an intermedi-
ate regime in the Hadley cell, which at its poleward
end originates as a stratocumulus-capped boundary
layer under strong large-scale subsidence. The sub-
tropical stratocumulus to trade cumulus transition
(STCT) is observed to be gradual, starting with the
formation of shallow cumuli feeding into the stratocu-
mulus clouds, followed by the breakup of the overly-
ing stratocumulus layer (Wyant et al. 1997). The
STCT is a challenging parameterization problem for

general circulation models, due in part to an incom-
plete understanding of turbulent mixing processes in
trade cumulus clouds. Intercomparisons of current
general circulation models show that most models
represent the geographical and temporal variation of
this cloud type very poorly, generating large regional
errors. (Houghton and Meira 1995). This and other
studies have stimulated recent interest in the ability
of large-eddy simulation (LES) models to accurately
simulate the STCT.

The GCSS model intercomparison, focused on the
regime of cumulus clouds rising into a patchy stra-
tocumulus layer. Seven LES models were studied
(including this one) through simulations which fol-
lowed a strict specification of forcings, domain size
and resolution. This intercomparison was conceived
in part as a comparison to a prior GCSS study of pure
trade cumulus convection (Siebesma et al. 2001),
based on large-scale conditions observed during part
of BOMEX (the Barbados Oceanographic and Me-
teorological EXperiment). In the BOMEX case, no
stratocumulus clouds were observed or simulated by
LES. The boundary layer was forced by a fixed pro-
file of radiative cooling; cloud-radiation feedback was
considered, but it had only minor effects. The partici-
pating LES models all produced very similar statistics
of cloud cover and cumulus mass flux as functions of
height. The BOMEX case suggested that LES models
could robustly simulate the statistics of trade cumuli
at computationally reasonable grid resolutions.

In contrast the ATEX intercomparison included a
simple Beer’s Law feedback of cloud liquid water on
radiation in addition to the specified clear-air radia-
tive cooling. This feedback, coupled with a stronger
and thinner trade inversion, greatly amplified numer-
ical differences due to differences in the transport al-
gorithms used. This led to large inter-model vari-
ations in the predicted stratocumulus cloud fraction
and inversion deepening rate. B. Stevens et al. (2001)
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Figure 1: Horizontally averaged profiles. These pro-
files are three hour averages centered on the sixth
hour of simulation.

presented two sensitivity studies where one of the
participating models doubled the vertical resolution
and another model used 20 m resolution in all direc-
tions. The stratocumulus cloud fraction was greatly
increased at the higher resolutions, in contrast to the
BOMEX case.

2 the modeling study

The model used in this study integrates a modified
form of the anelastic equations of Ogura and Phillips
(1962) and is described by D. Stevens and Brether-
ton (1997). Each sequence includes three simulations
with horizontal grid-spacings 80, 40 and 20 m, and
vertical grid-spacing equal to half of the horizontal
grid spacing. Simulation names are denoted by (S,L)
for the domain size, small and large respectively, fol-
lowed by a number indicating the horizontal resolu-
tion used in meters. Each simulation was integrated
for a period of 8 simulated hours for purposes of es-
tablishing statistically steady profiles. For the large
domain sequence, an additional ultra-high resolution
simulation, L10, was performed with 10 m horizon-
tal/5 m vertical resolution. It was spawned from
the end of the seventh hour of the 20 meter hori-
zontal resolution simulation and only computed for
fifteen minutes of simulated time. Although not long
enough to generate statistically stable scalar statistics

Figure 2: Horizontal cross sections of cloud water,
¢. (g kg™1), at an altitude of 1400 m for the en-
tire domain, taken after 7 hours of simulation. The
simulations are L80 (upper left), L40(upper right),
L20(lower left) and L10(lower right). White boxes
indicate regions where the higher resolution cross sec-
tions of Figure 3 are taken. The cross section from
L10 was taken at 7 hours, 15 minutes.

and mean profiles, this simulation was long enough
to demonstrate changes in convective clouds and the
vertical velocity spectrum. This simulation is the
most computationally intensive simulation of cloud-
topped boundary layer turbulence to date that we are
aware of, using 1008 processors and 1.3 terabytes of
memory.

Vertical profiles of the horizontal-mean velocities and
thermodynamic quantities are shown in Figure 1 for
all simulations, except L10, as three hour averages
over hours 5 through 7 of simulation. Over most of
the boundary layer, the profiles are qualitatively sim-
ilar between simulations. There is a relatively well-
mixed subcloud layer extending up to 600 m, just
below the cumulus cloud base. Above, there is a cu-
mulus cloud layer in which the horizontal mean rel-
ative humidities are 90-100 percent. The strongest
vertical gradients within the cumulus layer are in the
transition layer just above cloud base. An 8 K trade
inversion separates the boundary layer from the drier
free troposphere above. The flow is northeasterly in
the boundary layer, transitioning to easterly in the
cloudy layer and above. Near the trade inversion,



the differences between simulations are much more
striking. At high resolution, there is a dramatic in-
crease in condensed water, q., corresponding to the
formation of a stratiform cloud layer just below the
trade inversion. The inversion has risen further and
is also much sharper, although this is smeared out in
Figure 1 by the time-averaging.

Figure 2 shows horizontal cross-sections of ¢, for sim-
ulations 110 to L80 at a height of 1400 meters, just
below the altitude of maximum stratocumulus cloud
cover. All four cross-sections have 'mesoscale’ cloud
free regions that are bigger than the entire domain
of the smaller domain sequence of S20 to S80. As
the resolution is increased, the visual appearance of
the cloud field changes substantially, and in partic-
ular many more small cloud elements appear. Fig-
ure 3 zooms in on some typical convective elements
indicated by the white rectangles of Figure 2. The
amount of ¢, variation on lengthscales comparable to
the grid scale is striking. In the highest resolution
run, cloud filaments of high liquid water content are
closely intermingled with unsaturated dry air, reflect-
ing the impact of small-scale mixing and entrainment.

The impact of resolution on the vertical structure of
typical large convective elements is shown in Figure 4.
The low resolution simulation L80 resolves only the
main cumulus updraft, the maximum ¢, is well be-
low the cloud top due to diffusion and there is no
evidence of resolved-scale overturning at the trade
inversion. 140 shows some eddy structure within an
individual cumulus updraft, and maximum liquid wa-
ter contents at cloud top. In L20, parts of the cloud
top are overturned, indicating resolved-scale entrain-
ment through the inversion. L10 is characterized by
an even more filamentary cloud, with well-resolved
turrets reflecting the influence of penetrative and lat-
eral entrainment. From these figures, it appears that
the resolution of L10 is required to produce a convinc-
ing simulation of mixing processes and liquid water
statistics in individual small cumulus clouds.

The total flux profiles of v (crosswind momentum),
0, (liquid water potential temperature) and ¢; (total
water mixing ratio) are shown in Figure 5. These pro-
files are shown in Stevens, Ackermann, and Brether-
ton (2002) to be the result of differences between sim-
ulations in cloud radiative forcing and entrainment.
More, thicker stratocumulus cloud and increased ra-
diative forcing drive stronger entrainment fluxes of
momentum, heat and moisture. The individual con-
vective elements in the lower and middle parts of
the cloudy layer have transport properties that are

Figure 3: Horizontal cross sections of cloud water,
q. (g kg™1), over the 4x4 km highlighted boxes in
Figure 2. The white lines indicate where the vertical
cross sections of Figure 4 are taken.

Figure 4: Vertical cross sections of cloud water cor-
responding to the white lines in Figure 3.
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Figure 5: Total vertical fluxes of crosswind momen-
tum (top left), 6; (top right), and ¢; (bottom left).

fairly insensitive to the resolution and domain size.
However, stronger radiative destabilization near the
trade inversion supports more active convection and
stronger fluxes in the finer resolution simulations.

3 Conclusions

This study presents results from two sequences of sim-
ulations where the resolution is increased while the
aspect ratio of horizontal to vertical mesh spacings is
fixed at 2/1. One sequence uses a conventional do-
main width of 6 km; the other uses a 'large’ domain
width of 20 km more capable of simulating mesoscale
variability.

New scales of motion appear with each doubling of
resolution. The coarsest simulation models the con-
vection as broad homogeneous updrafts that entrain
and detrain in a diffusion-like process, whereas the
finest-grid simulation resolves the eddies responsible
for lateral entrainment and even penetrative entrain-
ment through the sharp, strong trade inversion.

Changes in resolution and domain size feed back on
the bulk characteristics of the boundary layer through
the strong positive feedback of cloud on longwave
radiative cooling in this case study. With a finer
grid spacing, stratocumulus can form under the in-
version without excessive erosion by numerical diffu-
sion. This promotes more cloud cover, more radiative
cooling and stronger turbulence at the inversion base.
The increase in domain size was often complementary
to the changes in resolution.

The primary goal of this study is to investigate the
turbulent dynamics that one can only resolve at these
very high resolutions and large domain sizes. In pur-
suit of this goal, a number of simplifications have been
made to the treatment of microphysical and radiative
processes. An area of future work is to combine the
domain size and resolution used in this study with a
more comprehensive treatment of these processes.
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