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1. INTRODUCTION

Since the Storm Prediction Center (SPC) began full
operations at the National Severe Storms Laboratory
(NSSL) facility in early 1997, close proximity and a
mutual interest in operationally relevant research prob-
lems have cultivated a strong working relationship
between the two organizations. Informal daily map dis-
cussions and collaborative research projects (e.g., Bald-
win et al. 2002a; Kain et al. 2000, 2002) are among the
organized interactions, but the cornerstone of this collab-
oration in the last several years has been intensive multi-
week research programs conducted during each spring
severe weather season. This effort has become known
as the NSSL/SPC Spring Program (Kain et al. 2003).

Forecasters at the SPC rely on a variety of observa-
tional and mesoscale guidance in preparation of convec-
tive outlooks, severe thunderstorm and tornado outlooks,
and other operational forecast products. Two models
routinely used at the SPC include the operational Eta
model (Black 1994) from the National Centers for Envi-
ronmental Prediction (NCEP) and an experimental ver-
sion of the Eta model run in parallel at NSSL. The
configuration of the NSSL version of the Eta (hereafter
EtaKF) differs from the operational version in only three
ways: 1) it contains the Kain-Fritsch convective parame-
terization (Kain et al. 2002, hereafter KF) in place of the
operational Betts-Miller-Janjic scheme (Janjic 1994,
hereafter BMJ), 2) it uses fourth order horizontal diffu-
sion (with a 90% reduction in the diffusion coefficient)
rather than the second-order algorithm used operation-
ally, and 3) it runs over only a subset (about one-fifth) of
the operational domain (http://www.nssl.noaa.gov/etaksf).
The alternative convective scheme and the more scale-
selective horizontal diffusion both favor the development
of circulations and features that are smaller in scale and
higher in amplitude than corresponding structures in the
operational model. Computational resources at NSSL
dictate the limited domain size. For the results dis-
cussed in this study, horizontal grid-spacing, terrain, and
surface characteristics were identical to the operational
Eta.

A key element in the 2001 Spring Program was
inspired by empirical comparisons of Eta and EtaKF out-
put over the past several years. Operational forecasters
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and collaborating research scientists have noted that the
EtaKF certainly does not outperform the operational Eta
every day, but it complements the Eta well. lts perfor-
mance is consistently comparable in skill, yet different in
character, often providing unique information or a differ-
ent perspective that is not available in operational fore-
casts.

The EtaKF output has become “popular” with SPC
forecasters, yet this appeal is not reflected in widely
used objective verification measures. For example, a
bellwether metric used by NCEP’s Environmental Model-
ing Center (EMC) is the equitable threat (ET) score
(Mesinger 1996). This measure rewards diffusive,
smoothly varying forecasts over solutions with relatively
small-scale, high-amplitude structures (Baldwin et al.
2002b). Yet, forecasters at the SPC (and elsewhere)
clearly appreciate having access to more detailed
(though not necessarily higher resolution) model output.
Our experience has revealed that the ET score often
rewards Eta solutions with higher scores than the EtaKF,
even on days when the EtaKF solution (with more “struc-
ture”) is preferred by forecasters.

Realization of this contradiction has heightened our
sensitivity to a more general problem with model verifica-
tion: Current verification metrics do not necessarily
reflect the value of model forecasts to human forecast-
ers. This warrants serious consideration because verifi-
cation scores directly influence trends in model
development. In recent years, newer generations of
operational models have tended to favor diffusive repre-
sentations of atmospheric processes in spite of the fact
that the primary end-users of model guidance (human
forecasters) often prefer more realistic-looking detail.

The subjective verification component of the 2001
Spring Program was designed to address several
aspects of this problem. The primary goal of this effort
was to determine whether subjective interpretation and
evaluation of numerical model output provides a valid
measure of model performance when it is done using
systematic and quantitative procedures. As corollary
objectives, we sought to 1) document the disparity
between widely used objective verification measures and
human judgments of model performance, 2) develop a
database of subjective verification statistics that could be
used to calibrate new objective verification techniques
that are being developed at NSSL and SPC (Baldwin et



al. 2002b), and 3) develop a better understanding of how
forecasters are using model guidance.

This paper is a condensed version of a full article
that has been submitted to Weather and Forecasting,
also available at  http://www.nssl.noaa.gov/mag/
subj_verf_paper.pdf. The objectives of this paper are to
document the procedures used to obtain subjective veri-
fication statistics during the 2001 NSSL/SPC Spring Pro-
gram, to report on our progress in achieving the goals
outlined above, and to offer recommendations for future
subjective verification efforts. Section 2 provides a brief
description of the methodology, followed by results
focusing on subjective verification of Eta and EtaKF pre-
cipitation forecasts, then a summary.

2. METHODOLOGY

An overview of the 2001 Spring Program is provided
in Kain et al. (2003). This program brought operational
forecasters from the SPC and the Norman, OK, National
Weather Service Forecast Office together with numerical
modeling experts from NSSL, EMC, the Forecast Sys-
tems Laboratory, and lowa State University. The overrid-
ing goal of the program was to evaluate whether
mesoscale model output could be used more effectively
to predict convective initiation and severe weather devel-
opment.

Subjective evaluation and subjective verification
were two key ingredients of the daily routine during the
Spring Program. Both of these activities utilized web-
based survey forms to query forecast teams about model
forecasts. All forms were based on a rating scale 0-10,
with 0 being the lowest possible score and 10 the
highest.

Model evaluation occurred immediately after
forecast products were issued and was designed to
measure forecaster confidence in particular model
solutions.  Verification took place the next day and
provided a subjective assessment of the consistency
between each model forecast and observations.
Comparison of confidence and verification ratings
provides some insight in whether forecasters are making
the right decisions in weighting some model solutions
more heavily than others.

3. RESULTS

The surveys discussed above presented forecasters
with opportunities to rate confidence and verification in
regard to ten model output fields from up to ten different
models (Kain et al. 2003), although on a typical day data
were entered for only four or five models and about the
same number of output fields. For this paper, we focus
on the precipitation field from the Eta and EtaKF
models. Our purpose is to examine the viability of
subjective evaluation procedures, not to infer a definitive
judgment in favor of one model or another.

3.1 Statistical Analysis
Data collected from the surveys were compiled for
statistical analysis. Results from this analysis are

expressed in two different ways. First, mean values
based on the raw ratings are computed. These values
provide useful information about subjective impressions
from the forecast teams, including inferences about how
much better or worse one forecast is perceived to be
compared to another. These results can be misleading,
however, because the benchmarks used to gauge model
performance vary from forecast to forecast. For exam-
ple, a perfect forecast for one event might turn out to be
a prediction of no precipitation, while the next event may
require extremely realistic timing and evolution of com-
plex mesoscale convective structures for perfection.

To compensate for this inconsistency in absolute
scale, we provide a second measure that is based on the
relative rankings only. These numbers are generated by
ranking raw scores for each forecast period according to
highest (rank value equal to the number of model fore-
casts in the comparison), second highest (rank value
equal to number of forecasts minus 1), etc. In the case
of ties, a mean number is assigned. For example, if for a
particular forecast period one model out of four was
given a rating of 8, two received 6s, and one received a
3, the relative rankings would be 4, 2.5, 2.5, and 1,
respectively.

For each method, paired t-test scores were com-
puted in order to assess the statistical significance of any
differences. A t-test score of 0.05 indicates that differ-
ences are significant at a 95% confidence level, and this
value is often used as a threshold to distinguish between
significance and nonsignificance. We use this threshold
as a reference point, but emphasize a more general
usage of t-test scores in which lower values imply a
greater probability that differences are real and higher
values suggest differences may not be real.

There were a total of 23 forecast periods from which
the 0000 and 1200 UTC precipitation forecasts from the
Eta and EtaKF were all evaluated and verified. Consid-
ering forecast-team confidence at the time forecasts
were issued, statistical analysis of the raw scores shows
that, on average, forecasters expressed the highest con-
fidence in forecasts from the 1200 UTC run of the EtaKF,
followed by the 0000 UTC EtaKF, the 1200 UTC Eta, and
the 0000 UTC Eta (Fig. 1a). Very low t-test scores in
pairings of either initialization of the EtaKF with either run
of the Eta imply that confidence in both of the EtaKF runs
was significantly higher than confidence in the Eta.
Paired t-test scores were still quite low when the 1200
and 0000 UTC runs of the EtaKF were compared, sug-
gesting that the graphical difference between these two
initializations is significant. In contrast, the t-test score
was close to the maximum value of 1 when confidence
ratings for the two initializations of the Eta were com-
pared, implying that there is little discernible difference in
forecaster confidence for these two runs. When the
analysis was based on mean rank, rather than the raw
rating, some subtle changes occurred in t-test scores,
although the order of the models from highest to lowest
did not change (Fig. 1b).
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1200 UTC Eta and the 0000
UTC EtaKF yielded a t-test
score of 0.26, leaving con-
siderable doubt about the
significance of this differ-
ence.
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than the 1200 UTC run (Fig.
1d). Paired t-test scores
remained quite high, but the
lack of distinction in itself
yields the surprising result
that 6-9 h convective rainfall

12Z Eta vs. 00Z EtaKF: 0.20
12Z Eta vs. 12Z EtaKF: 0.01
00Z Etakfvs. 12Z EtaKF: 0.07

Fig. 1. Statistical results from surveys of day 1 forecaster confidence (a and b, top) and day 2
verification (c and d, bottom) for Eta and EtaKF forecasts. Mean raw scores are shown on the

left and mean rankings are shown on the right.

Next-day verification scores followed the same
order from highest to lowest when the raw ratings were
considered (Fig. 1c). This result is encouraging because
it suggests that forecast teams were making good deci-
sions in choosing which runs to favor and which to dis-
count. In general, t-test scores are slightly higher than
they were for confidence ratings, indicating a somewhat
lower probability that differences between individual pair-
ings are real. The1200 UTC EtaKF appears to verify
with a significantly higher average rating than both the
0000 and 1200 UTC Eta runs, as was the case with fore-
caster confidence in this run. Yet, there is less certainty
about differences between the 0000 UTC initialization of
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Fig. 2. Equitable threat scores as a function of precipitation
threshold over the same time and space domains (evaluation
areas) included in the subjective verification results shown in
Fig. 1.

forecasts from the Eta are
often less skillful than 18-21-
h forecasts. When the two
EtaKF initializations are
compared, a paired t-test
score of 0.07 still inspires a fairly high degree of certainty
that these two runs are different. T-test scores for the
1200 UTC Eta-EtaKF pairing remain quite low at a value
of 0.01.

3.2 Comparison with an objective measure

As stated earlier, a corollary objective of the 2001
Spring Program was to compare forecaster impressions
of model performance with objective verification mea-
sures of the same model forecasts. To this end, equita-
ble threat scores for Eta and EtaKF were calculated for
the same forecast periods and spatial domains used to
generate Fig. 1. Results show that the two models score
similarly, but the Eta model is somewhat higher, espe-
cially at the rain/no rain threshold (Fig. 2). This result is
distinctly different from the subjective comparison, which
clearly favors the EtaKF, substantiating our concern that
prominent objective verification measures used at opera-
tional centers often fail to provide a judgment that is con-
sistent with forecasters’ impressions of forecast value.

4. SUMMARY

A seven-week long program of model evaluation
and experimental forecasting took place at the NSSL
and SPC during the spring of 2001. The 2001 Spring
Program was one in a continuing series of collaborative
efforts at the NSSL/SPC facility that have been charac-
terized by rare synergies of operational and research
meteorologists. Subjective evaluation and verification of
numerical models was a central component of this 2001
program and the focus of this paper. In essence, the



evaluation component provided a measure of the “good-
ness” of a forecast in Murphy’s (1993) type 1 sense (i.e.,
a measure of its consistency with a forecaster’s best
judgment), while the verification part yielded a unique
quantification of goodness in Murphy’s type 2 sense (a
measure of its correspondence to observations).

The results shown herein provide a sample of the
utility of subjective, quantitative assessments of output
from numerical weather prediction models. For exam-
ple, by concentrating on precipitation forecasts from the
0000 and 1200 UTC Eta and EtaKF model runs, it has
been shown that
+ At the time when experimental forecasts were issued,
forecast teams expressed the highest confidence in
the 1200 UTC initialization of the EtaKF. This model
also earned the highest subjective verification scores,
but the margin of difference from the other models was
smaller for verification than for initial confidence.
These results suggest that forecast teams may have
been overconfident about the EtaKF forecasts. For
example, they may be predisposed to favor the KF
scheme because it is based heavily on parcel theory,
mirroring their conceptual view of convective develop-
ment, whereas the BMJ algorithm is more strongly tied
to bulk tropospheric properties and more difficult to
relate to discrete convective initiation mechanisms.
Forecast teams generally expressed higher levels of
confidence in the most recent initialization of the mod-
els, i.e., the 1200 UTC run. However, subjective verifi-
cation statistics suggested that, on average, there was
no significant difference between the two runs of the
Eta in predicting convective initiation. Strictly speak-
ing, the same could be said about the EtaKF, though
paired t-test scores for the two runs of this model were
much closer to meeting generally accepted criteria for
statistical significance. These results suggest that
forecasters should be very cautious in allowing
updated model guidance to supercede previous guid-
ance from the same model.

Additional conclusions could be inferred from the
dataset, but our purpose is not to demonstrate the
superiority of one model run over another or to draw
definitive conclusions from this experiment, our first
attempt at quantitative subjective assessment. Rather it
is to establish the validity of the subjective verification
approach and to demonstrate the potential utility of these
methods. This approach provides unique insight into the
ways that forecasters use model data and it allows
investigators to focus on a particular element of model
forecasts that is important to certain groups of users.

The subjective verification approach used in this
study could be substantially refined without much addi-
tional effort. For example, with regard to the precipitation
field, verification teams could be asked to elaborate on
comparisons between predicted and observed fields,
quantifying separately errors in timing, displacement,
and areal coverage of specific meteorological features.
Data of this type would have significant value for model
developers and would be consistent with the intended

end-result of new objective verification procedures cur-
rently being developed at NSSL and SPC (Baldwin et al.
2002b). Our ultimate goal is to use subjective verifica-
tion to provide “insight into what is right and what is
wrong about the forecasts, rather than the mere produc-
tion of verification statistics for ranking of relative perfor-
mance” (Doswell and Flueck 1989). Thus, the
subjective verification procedures described here are
viewed as a foundation upon which future verification
efforts can build.

Even though the data gathered during the 2001
Spring Program were relatively crude, they clearly
provide information that cannot be inferred from the
equitable threat score, a bellwether metric at NCEP.
When this score was computed for the same spatial
domain and time periods as our subjective verification, it
showed distinctly different results. This disparity is
consistent with anecdotal evidence supplied by SPC
forecasters. It is important that many different types of
verification metrics be used to guide numerical model
development. Carefully and systematically gathered
subjective verification data appear to have an important
role to play in this process.
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