1. INTRODUCTION

A nested meteorological-chemical modeling system is used to simulate the evolution of oxidants and aerosols around Philadelphia. Surface and airborne meteorological and chemical measurements made during a 30-day period in July and August of 1999 as part of the Northeast Oxidant and Particulate Study (NE-OPS) field campaign (Philbrick et al., 2002) are used to evaluate the performance of the modeling system. In a previous study (Fast et al. 2002; Fast 2002), a 24-km simulation domain was employed to determine the relative contribution of regional and local sources on ozone concentrations. The model demonstrated that upwind vertical mixing processes the previous afternoon, subsequent horizontal transport aloft, and depletion of ozone by NO titration within the stable boundary layer at night lead to the development of layers of ozone aloft observed during the morning. Through a series of sensitivity studies, most of the ozone was the result of emissions in the vicinity of Philadelphia and Chesapeake Bay area, but up to 30-40% of the ozone during high ozone episodes was due to transport from upwind sources.

This study expands upon the previous work by 1) adding a 4-km grid that encompasses the urban corridor between Washington D.C. and New York City and 2) including aerosols. While a 24-km grid was sufficient to simulate the regional-scale processes that affected the multi-day evolution of ozone in Philadelphia, a 4-km grid is needed so that local spatial and temporal variations in ozone and ozone precursors can be compared to aircraft measurements. The relative role of urban, rural, and point emission sources on the spatial distribution of pollutants around Philadelphia is examined. The effect of the predicted local wind field and boundary layer depth on the simulated evolution of ozone and ozone precursors is discussed.

2. FIELD CAMPAIGN MEASUREMENTS

Researchers from the U.S. Department of Energy’s Argonne National Laboratory, Brookhaven National Laboratory, and Pacific Northwest National Laboratory participated in the NE-OPS field campaign between 23 July and 11 August, 1999. Chemical measurements were obtained from routine surface monitoring stations, DOE’s Gulfstream-1 (G-1) aircraft (Kleinman et al., 2002), ozonesondes (Fast et al, 2002) and special surface instrumentation (Marley and Gaffney, 2002). Routine meteorological data were supplemented with additional measurements collected from an array of radar wind profilers, a sodar, and radiosondes. Three 915 MHz radar wind profilers were located at the Baxter, West Chester, and Centerton sites (Fig. 1). The Baxter site was located in an urban area along the Delaware River northeast of downtown Philadelphia. The West Chester site was located in a suburban area on the campus of West Chester University about 35 km west of Baxter and the Centerton site was located in a rural area about 50 km south of Baxter. The West Chester and Centerton sites were chosen to bracket the expected path of the urban plumes transported over Philadelphia by southwesterly flow associated with a Bermuda high. Two operational radar wind profilers at Fort Meade and Rutgers provided additional wind profiles along the mid-Atlantic coast. Radiosondes were released five times a day from the Baxter and Centerton sites on days in which the G-1 aircraft was making measurements.

3. MODEL DESCRIPTION

The PNNL Eulerian Gas and Aerosol Scalable Unified System (PEGASUS) as described in Fast et al., 2002 was employed to provide additional insights into the processes important to the transport and mixing of ozone during NE-OPS 1999. PEGASUS is a one-way
The model was run for a 30-day period between 12 UTC 15 July and 12 UTC 14 August 1999. Application of a four-dimensional data assimilation technique was used to limit forecast errors in the meteorological fields. 4DDA nudged the u- and v-components of the wind, the potential temperature, and the specific humidity into closer agreement with the 6-h analyses from the National Center for Environmental Prediction’s AVN model. The special meteorological measurements made during the field campaign were not incorporated by the 4DDA procedure so that they could be used as an independent data set to evaluate the model.

In this paper, only the model results for 31 July 1999 are shown. The weakest ambient winds during the 30-day period occurred on this day. Radar wind profiler measurements showed that the winds within several hundred meters of the ground were usually from the southwest at less than 2 m s\(^{-1}\), but periods of light and variable winds occurred as well. Northwesterly winds around 5 m s\(^{-1}\) were observed at 1.5 km above ground level (AGL), but the speeds at this elevation were still lower than most other days during the 30-day period. The stagnant meteorological conditions contributed to ozone mixing ratios exceeding 120 ppb at many monitoring stations along the northeast urban corridor. This day is chosen to illustrate the effect of model errors in the local wind field and boundary layer depth on the spatial and temporal evolution of ozone and ozone precursors around Philadelphia during stagnant conditions. At the conference, results from the 4-km grid for the entire 30-day period will be presented.

4. RESULTS

Since the grid configuration, boundary conditions, and data assimilation procedures in this study was similar to Fast et al. (2002) with the exception of the additional 4-km grid, the predicted wind and temperature profiles were similar those reported in that study and the observed values. The overall time evolution of ozone from 11 monitoring stations within 50 km of the Baxter site and the model results over the same area were also similar during the entire 30-day period. As expected, the 4-km simulation produced more spatial variability in the concentrations of ozone than the 24-km simulation. For example, the surface ozone distribution at 21 UTC (16 LST) 31 July 1999 is shown in Fig. 2. Both the model and the observations indicated ozone mixing ratios exceeding 120 ppb between Washington D.C. and New York City at many locations, with lower mixing ratios between 40 and 60 ppb to the west over the Appalachian Mountains. Ozone was under-predicted at several stations northeast of Baltimore and southwest of Philadelphia. These under-predictions were likely due to local transport errors that will be discussed later. Some of the spatial variations in ozone, such as the small areas of ozone less than 70 ppb along the Delaware River, are associated with stack emissions. High NO emission rates from the point sources tend to reduce ozone near the source and increase ozone several km downwind.

Differences between the 24 and 4-km simulations were also evident aloft. As shown in Figs. 3 and 4, the predicted range of ozone and NO\(_y\) are compared with the G-1 aircraft measurements. The 24-km simulation produced a range of ozone mixing ratios around Philadelphia that was similar to the measurements aloft. However, the NO\(_y\) mixing ratios were as much as 35 ppb too low around 500 m AGL. The 4-km simulation, however, produced a range of ozone and NO\(_y\) mixing ratios that were both similar to the observed profiles.
This indicates that the emissions spread evenly over the 24-km grid cells, smoothing the precursor concentration of faster reacting species.

While the 4-km simulation produced a range of ozone and ozone precursors at the surface and aloft around Philadelphia that was similar to observed, a more critical evaluation of the model results are presented next to examine the local-scale transport and mixing processes and their effect on the distribution of trace gases. A comparison of the observed spatial distribution of ozone and NOy and the simulated values averaged over the “urban” and “upwind” boxes depicted in Fig. 1 is shown in Figs. 5 and 6. These aircraft flight legs were also examined by Kleinman et al. (2002).

During the morning of 31 July, the model produced a layer of ozone over Philadelphia (Fig. 5) between 0.5 and 1.2 km AGL with peak values around 85 ppb. This layer was produced the previous afternoon from precursor emissions in the vicinity of Philadelphia. While the peak ozone mixing ratios were similar to the measurements along the lower flight leg, the ozone mixing ratios aloft between 1.5 and 2.5 km were 10 to 20 ppb too high. The NOy mixing ratios were too large within 1 km of the ground, but close to the measurements at higher elevations. During the day, the layer of ozone was entrained into the growing convective boundary layer contributing to ozone produced by precursors emissions that day. By the afternoon, simulated ozone mixing ratios in the convective boundary increased to just over 120 ppb. Ozone mixing ratios greater than 120 ppb were measured by the G-1 near the Delaware River, but the simulated values occurred a few km to the north. The simulated NOy mixing ratios along the lower flight leg were close to the measurements, but the simulated concentrations at higher elevations were too low.

Some of the differences between the observed and simulated ozone and NOy distributions can be attributed to errors in the predicted vertical mixing processes during the day and night. During the night of 30 and 31 July, vertical mixing processes over Philadelphia transported surface ozone precursors above the stable boundary layer, producing concentrations of NOy that were larger than observed during the morning of 31 July. During the afternoon of 31 July, G-1 aircraft profiles indicated that at elevations above 1.5 km higher ozone and NOy mixing ratios occurred north of the Delaware River. These measurements suggest that the convective boundary layer was deeper north of the Delaware River over the more densely built-up areas. Significant local spatial variations in the convective boundary layer between urban and rural areas over Nashville were also found by Banta et al. (1998) during the 1995 Southern Oxidants Study. While the model produced local spatial variations in the mixed layer depth of a few hundred meters, a deeper convective boundary layer was not simulated over Philadelphia since the mesoscale model does not have an urban canopy parameterization.

Errors in the predicted wind fields also produced differences between the observed and simulated ozone and NOy distributions. The observed winds were light and variable during the afternoon, but the simulated winds were southerly at 2 m s\(^{-1}\). Consequently, the simulated ozone plume moved too far northward as shown in Fig. 2. Mesoscale models cannot simulate light and variable wind conditions; however, small wind
direction errors over several hours lead to significant horizontal transport errors on this day.

As discussed in Kleinman et al (2002), evidence of a large point source emission was observed by the G-1 upwind of Philadelphia. In the morning, ozone dropped sharply along the “upwind” flight leg (Fig. 1) while ozone precursors increased. A broader band of ozone and NOy was observed as the G-1 passed over the area during the afternoon. As shown in Fig. 6, the model also simulated an increase in ozone precursors near the point source, but the mixing ratios were 10 ppb to low and only a slight decrease in ozone occurred. The 4-km grid spacing was still too large to represent fast reactions and resolve horizontal mixing near point sources. By the afternoon, the simulation ozone and NOy distributions were qualitatively similar to the observations, although the NOy concentrations were still too low in this region. The broader distribution in the model and the measurements were likely produced by multiple emission sources in the area that mixed during the afternoon hours.

Another factor contributing to differences between the ozone and ozone precursor distributions in the “urban” and “upwind” boxes was the growth rate of the convective boundary layer. Simulated values one hour before or after the times shown in Figs. 5 and 6 were sometimes closer to the G-1 measurements. For example, NOy concentrations below 400 m AGL were 5 to 10 ppb higher than at 15 UTC.

While the mesoscale model qualitatively produced the light wind conditions observed on 31 July, the simulated trace gas fields illustrated that small errors in both the horizontal winds and vertical mixing processes complicate the direct comparison of model output aircraft data. On days in which the synoptic winds were stronger, there was a better agreement between observed and simulated quantities along the G-1 flight paths.

5. SUMMARY

The model qualitatively simulated the evolution of ozone and ozone precursors in the vicinity of Philadelphia during 1999 NE-OPS field campaign. Differences between the observations and the 4-km simulation demonstrated the effects of transport and vertical mixing errors on predictions of ozone and ozone precursors. These errors were most evident when the synoptic forcing was weak and the ambient winds were light and variable, such as on 31 July 1999. When the synoptic forcing was stronger, the model performance improved at the surface and aloft. By the time of the conference, the 4-km simulation will be repeated so that 4DDA includes the profiler observations to further quantify the local transport errors.
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Fig. 6. Same as Fig. 5, except for the “upwind” box (see Fig. 1).
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