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1. INTRODUCTION

The goal of the detection of anthropogenic climate
change is to establish if model simulated changes
due to anthropogenic changes in the composition
of the atmosphere can be found in observations,
and if these changes in forcing provide a consis-
tent explanation for the observed change. While
changes in large scale and annual mean temper-
ature are particularly suitable to detect and quantify
anthropogenic climate change (Mitchell et al., 2001),
changes in climate variability and extreme climatic
events will have a stronger impact on society. Nev-
ertheless, the detection of anthropogenic changes
in climate extremes has not yet been accomplished.

This paper aims at setting the stage for a detec-
tion of anthropogenic climate changes in extremes
by studying the detectability of simulated changes
within data from climate models. We use indices
for climate extremes that are particularly suitable for
a direct comparison of results with indices for an-
nual and seasonal changes. This can address sev-
eral problems that are hampering the detection of
climate change in extremes:

One problem is the limited availability of daily
global-scale observations. This problem is improv-
ing recently (NCDC, pers. com.) and some in-
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dices of extremes have been collected that are read-
ily available and are near-global in coverage (Frich
et al., 2001) over land. We therefore restrict the
present paper to the detection of climate change
in simulated data over land. A further problem is
that station data often have very small decorrela-
tion scales, which cannot be readily compared with
model gridbox values. Ideally, gridded data for use-
ful indices of extremes are needed for a meaning-
ful comparison with model data. This problem with
the availability of suitable daily data could be circum-
vented if changes in some extremes would be driven
only by a shift in the distribution without a change
in shape. In that case, changes in extremes could
be perfectly predicted by changes in the mean. We
therefore investigate if changes in extreme precipita-
tion and temperature are significantly different from
seasonal and annual mean changes.

A second problem in the detection of changes in
extremes is that the results will depend on the index
which is used to describe climatic extremes. For a
meaningful detection result it is necessary to decide
beforehand which index should be suitable for an
early detection of climate change, and when change
should be detected. This question can be investi-
gated by attempting to detect the model simulated
change in model data itself. Such a study is called a
”perfect model study”, since it establishes an upper
limit for the signal-to-noise ratio of climate change in
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a model that simulates the forced change perfectly
well. Such a study is one of the goals of this paper.
We scan indices that describe the transition from an-
nual/seasonal mean data to averages of very few
extreme days per year to determine at what level of
extremeness changes are still suitable for an early
detection of climate change.

A third problem is that despite models simulate
some broadly similar changes in extremes (see
Meehl et al., 2000; IPCC, 2001), changes particu-
larly in precipitation tend to be very model depen-
dent (see, for example, Allen and Ingram, 2002,
IPCC, 2001). To address this issue, we study
changes from two coupled climate models. It is de-
sirable to establish the most important results from
more than two models, but two models provide a
first sense of model uncertainty (see Hegerl et al.,
1997). They also allow to extend ”perfect model
studies” to studies where the climate change pat-
tern (”fingerprint”) from one model is used to detect
climate change in data from the other model. The
results will indicate how signal- to-noise ratios de-
teriorate given model differences from the results
of the perfect model study, and hence help deter-
mine which indices of climate change should allow
for an early and robust detection of changes in cli-
mate extremes. The resulting signal-to-noise from
such “imperfect” model studies should be more real-
istic, since we expect that observations are at least
as different from a model simulation as simulations
are from each other.

2. DATA AND METHOD

a. Climate Model Data

We use daily minimum and maximum temperature
(”
���������	�
����

”) and precipitation data from three an-
thropogenic climate change simulations each with
two different coupled climate models:

� CCCma is the first version of the coupled cli-
mate model Climate Centre (Flato et al., 2000).
The model has a resolution of ��������� latitude by
������� � longitude. We use data from simulations

of ������� and �! #"%$&� century climate change due
to greenhouse gas and direct aerosol forcing
(“GS”, Boer et al., 2000a,b). Our analysis is
based on three segments of 21 years duration:
Segment 1975-1995 (”  #')(+*-, ”), which we use
for defining climatology and as the base state
relative which the climate change pattern is cal-
culated; segment 2040-2060 (” ��'�(+*., ”), which
is approximately the time of (+*., doubling rela-
tive to the base period, and segment 2080-2100
(” ��')(+*-, ”).

� HadCM3 is the third cycle of the Hadley Centre
climate model model. It has the same reso-
lution longitudinally as CCCma, but a higher
latitudinal resolution of ����� � latitude (Gordon
et al., 2000, Pope et al., 2000). We use a
three-member ensemble of climate change
simulations forced with the IPCC scenario
“sres2a”(Johns et al HCTN22: Anthropogenic
climate change for 1860 to 2100 simulated with
the HadCM3 model under updated emissions
scenarios, available from www.metoffice.com
/research/hadleycentre/pubs/HCTN/index.html)
, which includes more forcing agents than
“GS”. We consider the difference as a crude
representation of forcing uncertainty. We
use data from 1959-1998, which include the
segment  /')(+* , 1975-1995, and the same
segment 2040-2060 ( �0')(+*., ) as for CCCma1.
Note that the total length of the chunks (40 +
21 yrs) is similar to that of the CCCMa chunks.

From these data, we have calculated a number
of indices that sample the transition from climate
means to extremes and allow for a comparison
between changes in climate mean and extremes.
For minimum and maximum temperature, we ex-
tracted the summer and winter season means: June
- August (”JJA”) and December through February
(”DJF”), and calculated the average of the 30, 10, 5
and 1 hottest and coldest days for each year. For
precipitation, we calculated the annual mean and
the average of precipitation on the 30, 10, 5 and 1
wettest days per year, and the average accumula-
tion per day on the 5 wettest consecutive days of a
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year. Note that these indices are less rare events
than the 20-year return values studied for CCCma
in Zwiers and Kharin (1998) and Kharin and Zwiers
(2000). We chose weaker extremes since it is ex-
pected that very rare events take longer to sam-
ple than intermediately extreme events and there-
fore have smaller signal-to-noise ratio over a time
period of several decades. Also, other indices that
allow for use of statistical theory such as Peak over
Threshold may be more suitable for a comparison
with observation and an elegant treatment of statis-
tics. We chose the present indices as averages over
increasingly small amounts of data to document the
transition from mean to extreme changes.

Note that these indices have been calculated with-
out removing the seasonal cycle, therefore the in-
dices should truly represent exceptionally hot / cold
/ wet days rather than days that are unusual for a
season. The index data have been computed for
both models independently and then transformed to
the latitudinally coarser grid of the CCCma model
prior to this analysis.

b. ”Perfect” and ”imperfect” model studies

The detection of anthropogenic climate change re-
lies often on regression methods, where the ob-
servations are linearly composed from forced sig-
nal representing the expected climate change due to
anthropogenic forcing (whose structure comes from
a climate model simulation), its amplitude (which is
estimated) and a noise residual (see Hasselmann,
1979, 1997; Allen and Tett, 1999; Mitchell et al.,
2001). Since the present paper is a “perfect” and
“imperfect” model study, we use model data from
a single simulation (in the following referred to as
“pseudo-observations”) instead of observations.

The signal or “fingerprint” reflects the spatial pat-
tern of change expected to occur in the observa-
tions. We use the difference between the aver-
age of the ensemble simulations at the ��')(+*., cli-
mate state and the  /')(+* , climate state for each
index. Where detectability within a model is stud-
ied, only two simulations are averaged for the fin-
gerprint while the third simulation is used as pseudo-
observation. We attempt to detect a fingerprint of cli-

mate change in the spatial pattern of climate change
between the  #')(+*-, and �0')(+*-, segment in the
pseudo-observations to establish how well signals
should be detectable by the middle of this century.
We also use the trend over the  #')(+*., and ��')(+* ,
segments to determine if and when climate change
should be detectable over shorter timespans.

The uncertainty in the estimate of the climate
change signal is determined by applying the de-
tection technique to samples of internal variability
instead of the observations. If the estimated am-
plitude is significantly larger than zero, the model
signal is detected in the pseudo-observations. We
use the difference within the ensemble members as
samples of internal climate variability. This yields
(approximately for the case of HadCM2) 9 chunks
of 20-year data, which are between 65 and 40
years separated (except for two adjacent chunks in
HadCM3). Since the difference relative to the en-
semble mean is studied, the estimate contains 6 de-
grees of freedom in our sample of internal variability.
This is a quite small sample, results need therefore
to be considered with caution. Also, such a small
sample does not allow for using an “optimal” detec-
tion approach, since the covariance of climate vari-
ability cannot be reasonably estimated (see Hegerl
et al., 1997; Allen and Tett, 1999).

3. RESULTS

a. Climate change signals

Both models were found to simulate quite similar
climatologies of mean and extreme maximum and
minimum temperature. Climate change patterns at
the time of (+*-, doubling for both minimum and max-
imum temperatures show overall warming for both
seasonal mean and extreme changes. Changes
are larger for cold than warm means/extremes, and
cold extremes change particularly strongly over NH
mid- and high latitudes (not shown). If the changes
in

� �����
and

� ��� 
extremes were solely due to

a shift in the distribution due to global warming,
changes in extremes would change by the same
amount as changes in seasonal means. Therefore
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we computed the difference between the warm sea-
son mean (JJA for the Northern Hemisphere, NH
and DJF for the Southern Hemisphere, SH) and the
warmest day and night per year, and between the
cold season mean and the coldest day/night per
year. A simple nonparametric Mann-Whitney test
can assess at which gridpoints extremes change
significantly (at the 10% risk level) different from
seasonal means. Figure 1 shows the result for
the change in warmest nights per year relative to
seasonal means from CCCma. 68% of land grid-
points show changes in warm extremes that are
significantly different from the change in seasonal
mean, indicating that seasonal mean changes in
that model are a poor proxy for changes in extremes.
Note that the distribution tends to become gener-
ally narrower (blue colors) over the NH mid- to high
latitudes, but extremes grow more than the mean
over the SE United States and parts of South Amer-
ica and Western Europe. The respective plot for
HadCM3 (not shown) shows similar changes over
South America and parts of the NH high latitudes,
but the correlation between both patterns is poor (in-
dicating that changes in tail width is subject to model
uncertainty). Results for changes in extremely warm
summer days, and extremely cold winter days and
nights are qualitatively similar, in all cases seasonal
means change differently from extremes over large
fractions of the globe, with changes towards nar-
rower and wider distributions over different regions
of the globe.

Climatologies and climate change patterns are
substantially more different between models for pre-
cipitation than for temperature. Although global
annual mean precipitation is similar between both
models (2.8 and 2.9 mm/day), the pattern of annual
mean precipitation in both models shows peak pre-
cipitation over different areas of the globe, with a
more pronounced ITCZ in HadCM3 than CCCMA,
and marked differences in the location of wet areas
particularly over Africa (not shown). Global mean 5-
day accumulation is higher in CCCma (22mm/day)
than HadCM3 (15mm/day), and the spatial distri-
bution of climatological extreme precipitation differs
between models, although overall impressions of
patterns are similar.

We express climate change patterns in percent of
climatological precipitation (or extreme precipitation
respectively) since this magnitude is more relevant
for impact studies and yields a less pronounced fo-
cus on the tropics than changes in absolute values
(note that detection results proved to be moderately
sensitive to this, with a tendency for more robust de-
tectability if percent changes are used).

In both models, global annual mean precipita-
tion increases by a similar amount (1.1% in CC-
Cma and 1.4% in HadCM3), since this increase
is driven by basic physics (see discussion in Allen
and Ingram, 2002). In both models, the climate
change pattern (fig. 2) changes substantially from
mean to extremes, with extreme precipitation show-
ing stronger and more positive changes. The dif-
ference between the climate change pattern of an-
nual mean precipitation and the wettest day per
year is significant over large fractions of the globe
in both models and indicates a general widening of
the tail as also expected from observations (Grois-
man et al., 1999). Climate change patterns for both
mean and extreme changes are not very similar be-
tween models (correlations of 0.09 between finger-
prints for annual mean changes vs 0.17 for finger-
prints for the wettest day per year). Climate Change
patterns correlate somewhat better between mod-
els and between indices if only gridpoints are con-
sidered where changes are significant at the 10%
risk according to a non-parametric Mann-Whitney
test (0.27 for annual to 0.35 for wettest day/yr) indi-
cating that climate change patterns for precipitation
show contributions from climate variability even at
the time of (+*-, doubling and if three simulations are
averaged. All correlations discussed above include
the spatial mean, if the spatial mean is subtracted,
they become very small.

b. Detectability of changes

We base a simple estimate of signal-to-noise ratio
on the ratio of the amplitude of the climate change
signal at the time of (+*-, doubling in a single simula-
tion to an estimate of the variability of that amplitude
due to internal climate variability. Note that the es-
timate of the level of natural variability is based on
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only 6 samples of internal variability that are sam-
pled similarly, but not exactly in the same way as the
pseudo-observations: The 20-year averages are not
always the same distance apart as the signal, and
autocorrelation within the long chunk of HadCM3
data should play a role. Therefore the exact val-
ues of signal-to-noise ratios need to be considered
with caution. The estimate also assumes that the
variance of climate variability remains the same in
a warmer climate, which may not be the case, in-
terannual variability of signal amplitude timeseries
appears to increase in a warmer climate.

Signal-to-noise ratios for temperature evolve quite
differently between the models and the warm / cold
extremes of

� ��� �
and

� ��� 
, peaking for example for

one model in seasonal means while in the average
of the 30 hottest / coldest days in the other. How-
ever, in both models signal-to-noise ratios decay by
no less than a factor of two in the transition from
mean to extreme changes, and are in several cases
similar to that of seasonal mean changes. This in-
dicates that changes in temperature extremes that
occur on average once or several times per year
should still be easily detectable. In both models,
signal-to-noise ratios for warm means/xtremes are
generally higher than for cold means/extremes de-
spite the stronger change in cold extremes. This is
probably due to the natural variability being stronger
in the cold season. In all cases, the signals of both
models are similar enough that the signal-to-noise
ratio using the other model’s fingerprint is similar to
that using fingerprint from the same model. There
is some suggestion that changes in temperature ex-
tremes might be detectable at the present time in
trends over 20 years.

Signal-to-noise ratios for precipitation are gener-
ally lower than for temperature (figure 3). Changes
can be detected best within a model (“perfect model
study”) if annual mean or the average of 30/10
wettest days are used, with peak detectability vary-
ing between models. In both models, detectability
decreases towards events that occur only once per
year (1 day wettest and 5 day accumulation, the de-
crease is more pronounced for CCCma data, not
shown). However, if the fingerprint from the other
model is used to detect changes within a model

(dashed line in fig. 3), signal-to-noise ratios are
very low for annual mean changes and peak at the
wettest day per year, which is shown in fig. 3 and
even more pronounced for CCCma data. This is re-
lated to the above discussed increase in correlations
between climate change patterns towards more ex-
treme changes and suggests that climate change
may be more robustly detectable in moderately ex-
treme precipitation than in annual mean precipita-
tion, where the pattern of change differs stronger
between the two models. It needs to be investigated
if this effect carries over if more models are used.
However, the tendency for an overall increase in ex-
treme precipitation seems to occur in other models
as well (IPCC, 2001), suggesting that this result may
be robust.

4. CONCLUSIONS

For both precipitation and temperature extremes
we find evidence that seasonal and annual mean
changes are significantly different from changes in
extremes over large fractions of the globe. A sim-
ilar significant difference was found between very
moderate extremes (change in 30 most extreme
days) and the most extreme day per year. This
suggests that seasonal mean values are not suf-
ficient to describe changes in extremes, and that
the tail of the distribution changes in both variables
in a warmer world. For precipitation, the distribu-
tion generally becomes wider, increasing extreme
precipitation more than the mean, while tempera-
ture extremes become milder in some regions of the
globe and extremer in others relative to the change
in seasonal means. Changes in temperature ex-
tremes appear robust and similar between models,
although the changes in the tail of the distribution
are model sensitive. Therefore, changes in moder-
ately extreme temperature should be rather easily
and robustly detectable.

Changes in precipitation are very model sensi-
tive, with small correlations between model climate
change patterns. If the spatial mean is included,
correlations are somewhat larger for extreme than
mean precipitation. This is reflected in a better de-
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tectability of changes between models for extreme
than mean precipitation, indicating that moderately
extreme precipitation might be better suitable for
an early detection of climate change given the
uncertainty in fingerprints for climate change.

A full publication of this material is in prepara-
tion and will be available under
www.env.duke.edu/faculty/bios/hegerl.html,
click publications.

Acknowledgement GCH was supported by NSF
grant ATM-0002206 and ATM-0296007, by NOAA’s
Office of Global programs, DOE in conjunction with
the Climate Change Data and Detection element,
and by Duke University.

References

Allen M. R., and S. F. B. Tett, 1999 Checking for
model consistency in optimal fingerprinting. Cli-
mate Dynamics, 15, 419-434.

Allen, M. R., and W. J. Ingram, 2002, Constraints
on future changes in climate and the hydrologic
cycle. Nature, 419, 224-232.

Flato, G. M., G. J. Boer, W. G. Lee, N. A. Mc Farlane,
D. Ramsden, M. C. Reader, and A. J. Weaver,
2000: The Canadian Centre for Climate Modelling
and Analysis GLobal Coupled model and its Cli-
mate. Climate Dynamics, 16, 451-467.

Boer, G. J., G. M. Flato, M. C. Reader, and D. Rams-
den, 2000a: A transient climate change simula-
tion with greenhouse gas and aerosol forcing: Ex-
perimental design and comparison with the instru-
mental record for the 20th century. Climate Dy-
namics, 16, 405-425.

Boer, G. J., G. M. Flato, and D. Ramsden, 2000b:
A transient climate change simulation with green-
house gas and aerosol forcing: Projected climate
change for the 21rst century. Climate Dynamics,
16, 427-450.

Frich, P. L. V. Alexander, M. P. Della-Marta, B. Glea-
son, M. Haylock, A. M. G. Klein-Tank, and T.
Peterson, 2002: Observed coherent changes in
climatic extremes during the second half of the
twentieth century. Clim. Res. 19(3), 193-212.

Gordon, C. C. Cooper, H. Banks, J. M. Gregory, T.
C. Johns, J. F. B. Mitchell and R. A. Wood, 2000,
The simulation of SST, sea ice extents and ocean
heat transports in a version of the Hadley Centre
coupled model without flux adjustments, Climate
Dynamics, 16, 147-168.

Groisman P. Ya, T. R. Karl, D. R. Easterling, R. W.
Knight, P. F. Jamason, K. J. Hennessy, R. Sup-
piah, C. M. Page, J. Wibig, K. Fortuniak K, V. N.
Razuvaev, A. Douglas, E. Forland and P.-M. Zhai,
1999: Changes in the Probability of Heavy Precip-
itation: Important Indicators of Climatic Change.
Climatic Change, 42, 243-283.

Hasselmann, K., 1997: On multifingerprint detection
and attribution of anthropogenic climate change,
Clim. Dyn., 13, 601-611.

Hegerl G.C., K. Hasselmann, U. Cubasch, J. F. B.
Mitchell, E. Roeckner, R. Voss and J. Waszke-
witz, 1997: Multi-fingerprint detection and attri-
bution analysis of greenhouse gas-,greenhouse
gas-plus-aerosol and solarforced climate change.
Clim. Dyn., 13, 613-634.

Hegerl G.C., P. A. Stott, M. R. Allen, J. F. B. Mitchell,
S. F. B. Tett and U. Cubasch, 2000: Detection and
attribution of climate change: Sensitivity of results
to climate model differences. Clim. Dyn., 16, 737-
754

IPCC (2001): Climate Change 2001: The scientific
Basis. J.T.Houghton et al. (eds.) Contribution of
Working Group 1 to the Third Assessment Re-
port of the Intergovernmental Panel on Climate
Change. Cambridge University Press, 881 pp.

Kharin V. V. and F. W. Zwiers F.W, 2000: Changes in
the Extremes in an ensemble of transient Climate
Simulations with a Coupled Atmosphere-Ocean
GCM. J. Clim., 13, 3760-3788.

6



Mitchell, J. F. B., et al. Detection of climate change
and attribution of causes. In Houghton, J. T., et al.,
editors, Climate change 2001, The scientific ba-
sis, chapter 12, pp. 695–638. Cambridge Univ.
Press, 2001.

Meehl G.A., F. Zwiers, J. Evans, T. Knutson, L.
Mearns, and P. Whetton, 2000: Trends in ex-
treme weather and climate events: issues related
to modeling extremes in projections of future cli-
mate change. Bull. Am. Met. Soc., 81, 427-436.

Pope, V. D., M. L. Gallani, P. R. Rowntree and
R. A. Stratton, 2000: The impact of new physi-
cal parametrizations in the Hadley Centre climate
model HadAM3, Climate Dynamics, 16, 123-146.

Zwiers F. W. and V. K. Kharin V. K, 1998: Changes
in the Extremes of theClimate Simulated by CCC
GCM2 under (+*-, Doubling. J. Clim. 11, 2200-
2222.

7



−1.5 −1 −0.5 0 0.5 1 1.5

180 150W 120W  90W  60W  30W   0  30E  60E  90E 120E 150E 180 
 90S

 75S

 60S

 45S

 30S

 15S

 EQ.

 15N

 30N

 45N

 60N

 75N

 90N
change tailwidth tmin cc, 68% points sig

Figure 1: Change in the warmest minimum temperature per year (warmest night) at the time of (+* ,
doubling relative to the change in the warm season mean (JJA for the Northern Hemisphere, DJF for
the Southern Hemisphere) for CCCma. Changes are only shown where significant according to a Mann-
Whitney test. 68% of the gridpoints show changes that are significant at the 10% level, indicating that
seasonal mean temperature is a poor proxy for changes in extreme minimum temperatures.
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Figure 2: Change in annual mean precipitation (top two panels) and the wettest day per year (bottom
two panels) in CCCma (left) and HadCM3 (right) at the time of (+*+, doubling. Changes are expressed
in percent of the present day climatological value, the scale ranges from -30% to +30%. Changes in
both variables correlate poorly. However, correlations increase from 0.27 for annual mean changes (only
gridpoints with significant changes considered) to 0.35 for the wettest day per year (correlations computed
with spatial mean included).
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Figure 3: An estimate of the signal-to-noise ratio of precipitation changes based on simulations with
HadCM3. The horizontal axis shows the signal-to-noise ratio for the transition from annual mean (“ann”) to
the wettest day per year (“1ex”, and the average accumulation of the 5 wettest days per year (“5acc”). The
through line shows the results of a “perfect model study” using data from HadCM3 only (and is based on
the average of three cases using one simulation as pseudo-observations and the other two as fingerprint);
the dashed line results of an “imperfect model study” using a fingerprint from CCCma to detect changes in
HadCM3. Note that while the changes in the wettest 30 and 10 days per year show the highest signal-to-
noise ratio within the model, changes in the wettest day per year become more detectable when the other
model’s fingerprint is used. Results using CCCma data and HadCM3 fingerprints are qualitatively similar.
The black dotted line shows the signal-to-noise ratio for trends over 20 years at the present and at the time
of (+*-, doubling, indicating that it is not expected that short trends in precipitation can be detected at the
present time, but they might become detectable in the future”.
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