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1. INTRODUCTION

Ensemble precipitation and temperature forcing data are needed to drive the NWS Ensemble Streamflow Prediction (ESP) system to produce hydrologic forecasts for the Advanced Hydrologic Prediction Services (AHPS). These forcing data must be derived from existing atmospheric forecast information using pre-processing procedures that are being developed to do the required re-scaling and downscaling to produce forcing data at the space and time scales needed by ESP hydrologic forecast models. Experimental procedures are being tested in pilot projects at four NWS River Forecast Centers (RFCs).

This paper presents the strategy being followed to develop pre-processing procedures that use existing operational weather and climate forecasts. It presents some example verification statistics for short range precipitation ensemble forecasts. And it highlights some of the issues that must be resolved to use operational Numerical Weather Prediction (NWP) ensemble forecasts as input to the ESP procedures being used to support AHPS.

2. ESP HYDROLOGIC FORECAST MODEL FORCING REQUIREMENTS

NWS hydrologic forecast models represent hydrologic processes that occur within elemental river basin areas from about 100 km² to as large as a few thousand km². Most existing forecast models operate using a 6-hour time step but the forecast system can support time steps as short as one hour. More detailed spatial information is now available to permit future reduction in both the size of elemental river basin areas and the computational time step.

The ESP hydrologic forecast system allows forecast models to be integrated starting at prescribed initial conditions. This integration accounts for the movement of water through a network of river basin segments that comprise a large river basin. Each integration produces a time series of streamflow and...
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(i) 6-hour intervals for day-1 and day-2, (ii) a daily value for day-3 and (iii) a 2-day total for days 4 and 5.

The primary short-term temperature forecasts (up to 7 days) are single-value daily maximum and minimum MOS temperature forecasts from the Global Forecast System (GFS).

CPC produces a 6-10 day probabilistic forecast product that can be used to prescribe the distribution of precipitation and average temperature for the period. Similar precipitation and temperature products are issued by CPC for a lead time of 8-14 days as well.

Long range probabilistic precipitation and temperature outlooks are issued by CPC at the middle of each month. This includes a probabilistic outlook for next month's precipitation and temperature. It includes seasonal precipitation and temperature outlooks for 3-month periods beginning at monthly intervals for the next year.

Ensemble weather forecasting began at NCEP more than a decade ago. Now, a suite of operational ensemble forecast products is being introduced at NCEP. This includes a new operational Short Range Ensemble Forecast (Herr et al. 2002) for the next 2 days. It includes operational ensemble forecasts from the GFS for the next 16 days. And it includes a new long range coupled ocean, land atmosphere system for ensemble climate prediction. The 1-16 day GFS ensemble system will soon include ensemble forecasts from a fixed version of the Medium Range Forecast (MRF) model as well as additional ensemble forecasts from a more recent version of the GFS.

The ensemble from a fixed MRF model is especially important for AHPS applications because a climatology of ensemble forecasts has been produced by NOAA's Climate Diagnostics Center (CDC). This is needed to calibrate the re-scaling and down-scaling procedures in the ESP pre-processor procedures.

### 4. Strategy to Produce Ensemble Forcing Data for ESP

The strategy to produce ensemble forcing data for ESP is to build on existing capabilities and operational experience in a way that meets basic ESP requirements and that can be implemented at many RFCs quickly. The strategy is to keep procedures as simple as possible and to introduce complexity gradually and only as much as absolutely necessary. The goal is not to produce the perfect system but to make continuing practical improvements that can be supported in an operational forecasting environment.

The most important requirement for improvement to ESP pre-processor capabilities is for the short to medium range period for lead times of 1 to 16 days. The approach is (i) to make improvements at the shortest lead times first and (ii) to develop ensemble pre-processor procedures to use existing single-value forecasts from HPC and MOS before developing procedures to use the ensemble atmospheric forecast products. Some example results for ensemble forecasts using single value HPC forecasts are presented below in Section 5.

Once appropriate operational procedures to use HPC and MOS products are in place, procedures to use atmospheric ensemble forecasts will be introduced. Procedures for longer lead times (beyond 3-5 days) will be done first. Temperature forecast procedures will likely become operational before precipitation forecasts. At present, procedures to use atmospheric ensemble forecasts are very much in the research stage and are discussed briefly in Section 6 below. The existing ESP forecast system includes procedures to use all of the CPC probabilistic forecast products.

### 5. Example Verification Statistics for ESP Short Term Ensemble Forcing

Forecast verification requires a large enough sample size so that verification statistics are reliable and not subject to large sampling variations. In the case of ensemble verification this means that real-time verification of ensemble procedures can only be done over large areas. Verification of ensemble procedures for specific locations can only be done over a period of time long enough to produce a large sample of the event to be verified.

This paper presents some verification statistics for ensemble precipitation forecasts for one of the short-term ensemble pilot project areas, the California Nevada River Forecast Center (CNRFC). The most important precipitation forecasts at CNRFC are for the winter season from mid October to mid April. Ensemble procedures for precipitation and temperature forecasts for lead times of 1 to 5 days have been developed and are ready for testing at the CNRFC.

These procedures use single value precipitation forecast from HPC. The procedures are calibrated using archived single value forecasts and corresponding observations. The forecasts and observations are used to define the joint distribution of forecasts and observations. The ensemble procedure is applied to a given future event by using the single value forecast for the event together with the estimated joint distribution of forecasts and observations to estimate the conditional distribution for precipitation associated with the single value
In this section, example verification statistics are presented to illustrate that the forecast distributions of precipitation agree well with the observations for the events that actually occurred. All of the verification statistics presented are based on retrospective forecasts for 21 representative locations throughout the state of California. Results are presented for several verification statistics. Separate verification statistics are presented for sets of events that occurred in the 2001 and 2002 water years. One question being investigated is how much data are needed to calibrate the parameters. To test the effect of the amount of historical data used to calibrate the procedures, ensemble forecasts for each of these sets were made using parameter sets from 3 different periods of historical data. The calibration periods have increasing durations, all beginning in 1997 at the start of the CNRFC forecast data archive. The three calibration periods end in 2000, 2001 and 2002 respectively. Note that the verification statistics for events predicted using the 2000 parameter sets are a true verification of the procedures; the events being verified were not used to estimate the parameters.

The first verification statistic is the Nash-Sutcliffe efficiency that measures how well the ensemble mean agrees with the observed values. Values of the Nash-Sutcliffe efficiency for 2001 and 2002 events are shown in Figures 1a and 1b, respectively. This statistic is a skill score that equals 1.0 for perfect forecasts, that is positive for forecasts that are better than climatology and negative, otherwise. The efficiency decreases substantially during the 5-day forecast period but there is some skill remaining for 24 hr precipitation forecasts on day-5. There is some sensitivity to the values of the parameters used. But it appears there is an adequate amount of data, even for the 2000 parameter values that are based on 3-4 years of data. Results for 2002 in Figure 1b are similar to those for 2001 in Figure 1a.

Each ensemble forecast includes an estimate of the probability of precipitation (POP) and an estimate of the distribution of precipitation amount if precipitation occurs. The mean value of this conditional distribution was compared to the corresponding observed value of precipitation for events when precipitation actually occurred. The Nash-Sutcliffe efficiency statistics for the conditional mean precipitation are given for 2001 and 2002 events in Figures 2a and 2b, respectively. The skill in the ensemble forecasts of precipitation amount, given that precipitation occurs is much less than the skill in the unconditional ensemble mean given in Figure 1. Beyond the first 2 days the ensemble forecasts of the conditional distribution of precipitation are only slightly less skillful than climatology.
The skill in ensemble forecasts of the probability of precipitation can be measured using the Brier Skill Score (BSS). Values of the BSS for 2001 and 2002 events are presented in Figures 3a and 3b.

The reliability of the probability of precipitation forecasts can be measured using a root mean square error statistic. This statistic is estimated by partitioning all of the forecasts into 4 quartiles of POP forecast. The fraction of forecasts for times when precipitation occurs is compared to the average POP forecast for each quartile and is used to compute the rms error. The results are shown in Figures 4a and 4b for 2001 and 2002 events respectively. The results suggest that the POP forecasts have rms errors less than about 15 percent and that the results are not sensitive to the amount of data used to calibrate the procedures.
The reliability of the probability forecasts of precipitation amount given by the ensemble conditional distribution can be measured by analyzing the forecast exceedence probability associated with each observed precipitation event. If the forecast probabilities are reliable, the distribution of exceedence probabilities will have a uniform distribution. The rms difference between the distribution of exceedence probabilities and the uniform distribution is a measure of reliability of the conditional probability forecasts of precipitation amount. The results are shown in Figures 5a and 5b for 2001 and 2002 events respectively. These figures show that the conditional probability forecasts are reliable and not sensitive to the amount of data used to calibrate the procedures.

6. FUTURE APPLICATIONS OF ATMOSPHERIC ENSEMBLE FORECASTS

Atmospheric ensemble forecasts hopefully can be used in the future to provide forcing data for AHPS ESP forecasts. But this requires development of reliable procedures to remove local biases in the atmospheric forecasts. Additional procedures to compensate for the tendency of atmospheric models to underestimate the spread (i.e. uncertainty) in the distribution of events that might occur are needed as well. The main problem to remove bias is to have enough historical forecasts and observations to define the climatology of the forecast system and to estimate the local parameters of bias removal techniques.

The most difficult issue in using the atmospheric ensemble forecasts is to compensate for the error in the ensemble spread. This error occurs because atmospheric ensemble forecast models do not account for all of the important sources of uncertainty. To illustrate this issue, Figure 6 presents results for 4 different approaches to making adjustments to ensemble forecasts from the NWS GFS. Three years of ensemble precipitation forecasts were analyzed at several locations throughout the U.S. Analysis results for July for a grid element in the southeast U.S. were used for Figure 6. The forecast exceedence probabilities for the observed precipitation amounts were partitioned into quartiles to produce the Talagrand diagram shown in Figure 6. The first adjustment approach was to use the raw ensemble data values without adjustment. The second was to multiply each ensemble value by a constant so that the average ensemble mean was the same as the average observation. The third approach modified the cumulative distribution of ensemble members so that it was the same as the cumulative distribution of observations. The fourth approach was to apply the short-term ensemble procedures being used to in the AHPS ESP pilot projects to the joint distribution of observations and ensemble mean values from the GFS ensemble forecasts. The ensemble mean value from the GFS is used as a surrogate for the HPC single-value forecast.

If probability forecasts from the ensemble were reliable, each bar in Figure 6 would have a value of 0.25. The raw ensemble forecasts tended to occur in just one of the 4 quartiles, a result of bias in the ensemble members. All of the other approaches remove this bias. But neither the second nor third approach that remove bias can correct the problem associated with the ensemble spread.
Figure 6 - Talagrand Diagram for 4 Different Approaches to Adjusting NWS GFS Ensemble Forecasts

Because the spread is underestimated observed precipitation values do not lie within the main part of the forecast probability distribution. As a result they appear in the first and fourth quartiles for adjustment approaches 2 and 3. The fourth adjustment approach is based on the short-term ensemble procedure initially being used in AHPS. This approach did a much better job of compensating for the GFS underestimate of the ensemble spread. Almost equal fractions of the observations occurred in each of the quartiles.
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