
1. INTRODUCTION

New algorithms, protocols, and middleware for
peer-to-peer applications are currently active subjects
for computer science research. Recent advances in
this area have applications to data management and
data access in the geosciences. Peer-to-peer
approaches may offer superior alternatives to client-
server or Grid architectures for some kinds of
distributed systems involving data discovery, data
access, and content distribution.

This paper describes a few potential
geoscience applications for recently developed peer-
to-peer technologies for sharing distributed resources.
By looking at peer-to-peer approaches, we hope to
provoke interest and serious consideration for
applications to future scientific data distribution and
data access infrastructures.

2. WHAT IS P2P?

Peer to peer (P2P) systems use decentralized
approaches to sharing distributed resources (e.g.
computing, storage, or communication), avoiding
storing or maintaining global state. Typically, P2P
systems are designed to adapt to nodes entering and
leaving the network and to balance resource use
among member nodes. These characteristics tend to
make P2P systems highly scalable.

For example, an early P2P application,
SETI@Home [Anderson 2002], has used over 4 million
computers to perform over 3.8 x 1021 floating point
operations. P2P file sharing systems make petabytes
of storage available for sharing by millions of users.
We contend that some of the mechanisms, algorithms,
and protocols that have been developed to support
P2P systems may be useful applications involving
only hundreds of nodes that are common in the
geosciences today, and that scaling these
applications for future uses may require P2P
approaches.

Below we consider some example problems,
and in each case we briefly describe a conventional
approach and a P2P approach. Potential benefits of
the P2P approach are presented, but without giving a
carefully balanced consideration o f  current
practicality, because often the P2P approaches are
too new to have undergone large-scale testing or
refinement. Nevertheless, we hope to interest some
curious readers to seek more complete descriptions

and learn more about the novel ideas and benefits of
current P2P research in the references provided.

3. LOCATION-INDEPENDENT DATA ACCESS

The idea of accessing data by its
characteristics rather than by where it is stored is an
attractive one. One traditional approach requires the
creation and maintenance of indexes to datasets on
catalog servers. Data is accessed by indirection
through the catalog server by using metadata to look
up one or more URLs where the data may be found.
Applications use the catalog servers to access
desired data without specifying its location on the
network. Location-transparency is achieved by
indirection. Drawbacks of this approach include the
difficulty of keeping centralized catalogs up-to-date
with continuously growing data collections, single
points of failure, and bottlenecks to scalability when
many clients need to use lookup services
simultaneously.

A P2P approach to this problem makes use a
Distributed Hash Table (DHT) infrastructure to store
data objects and replicas in a network of hosts and
makes them accessible by key rather than by
location. For geoscience applications, the key could
be derived from a canonical representation of the
metadata known to both producers and consumers of
the data. In DHTs, access to the data by key is
distributed, using recently developed protocols on
structured network overlays to route through n hosts
using only on the order of log(n) messages to locate
the data. Encryption techniques protect against
inadvertent or malicious modification of the stored
data. An important characteristic of these P2P
solutions is their automatic preservation of efficient
access guarantees as new data is added to the
collection and as new hosts enter or current hosts
leave the network. Existing examples of DHT
implementations are built on key-based routing
systems such as CAN [Ratnasamy 2001], Chord
[Stoica 2001], Viceroy [Malkhi 2002], and Pastry
[Rowstron 2001].

The benefits of the DHT approach are resilience
to node failures, scalability, and location
independence using only local resources. Location of
data objects in a DHT can succeed in the face of
dynamic network changes and widespread failures, as
a result of the design for resilience.

4. APPLICATION-LEVEL MULTICAST

Consider the problem of distributing near-real
time data to a set of subscribing sites in a way that
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delivers the data very soon after it is injected into the
network, perhaps from multiple source sites. The
general problem is how to implement multicast
efficiently, with a few producers of data and many
consumers of the data on a network.

One traditional approach uses so-called reliable
multicast implemented over IP multicast. However, IP
multicast is not widely deployed for various reasons,
including well-known scalability problems. Scalability is
impractical with many multicast groups, because each
router must maintain state for every multicast group
that makes use of that router.

Another conventional approach establishes a
tailored distribution network overlay, as exemplified by
Unidata's LDM [Unidata 2003].  This client/server
system supports the Internet Data Distribution
system, serving hundreds of sites with near real-time
atmospheric science and related data. A static routing
topology for each data stream is constructed and
maintained, with data relayed using unicast from host
to host in the routing tree to get from source sites to
destination sites. A problem with this approach is
scalability: manually maintaining static routing for
many data streams with changing memberships is
resource-intensive, and results in suboptimal routing
topologies. Another problem is that a relatively small
number of relay nodes carry most of the load of
forwarding data to a large number of leaf nodes.

A P2P approach supports scalability to a much
larger number of sites, maintaining the multicast
routing tree automatically through the use of self-
organizing protocols that adapt to changes in the
underlying network and that permit hosts to enter and
leave the network without disrupting the data flows. A
recent example of P2P research supporting this
application is SplitStream [Castro 2003], which
implements a clever idea for distributing and sharing
the forwarding load in a multicast system among all
the participants. Remarkably, SplitStream P2P
multicast can deliver data efficiently, even if each
node contributes only as much forwarding bandwidth
as it receives, providing an elegant solution to the
problem of overloaded relay nodes.

Another promising P2P approach is exemplified
by Bullet [Kostic 2003], in which a distribution mesh is
used instead of a distribution tree, and nodes
simultaneously receive a desired data object from
multiple sources in parallel, delivering fundamentally
higher bandwidth throughput than is possible with a
distribution tree.

Any P2P system that supports key-based
routing on a structured overlay network (which
includes systems based on CAN, Chord, Pastry,
Tapestry [Zhao 2003], and Viceroy) can be shown to
also support efficient application-level multicast, as
well as anycast where the goal is to send a message
to any one member of a communication group.

5. COOPERATIVE ARCHIVAL STORAGE

An important problem in the geosciences is
archiving large and growing collections of data
reliably, so that they may be preserved for search and
access by future researchers and applications.

The conventional client-server solutions
establish centralized archive server sites, perhaps
replicated for availability and redundancy, with data
backed up to alternate media. When new data is
added to the archive, metadata is derived or
constructed and added to catalogs or indexes. All or
parts of large datasets are accessed using standard
clients or through protocols such as FTP, HTTP, or
OPeNDAP. Durability is achieved through replication,
backup, and careful stewardship of the data, reading
and copying it to new media periodically.

A decentralized P2P approach would instead
store the same data archives across many
autonomous host computers that occasionally enter
and leave the P2P network overlay. To keep the data
available, sufficient multiple copies or encoded
fragments are stored, so that there is an extremely
high probability of the availability of any desired data
or of the encoded fragments from which it can be
assembled whenever access is desired. The system
can be designed to handle redundant storage
automatically and more efficiently than replication,
using appropriate encodings.

One such P2P network storage system is CFS,
the Cooperative File System, [Dabek 2001]. CFS
provides guarantees of efficiency, robustness, and
load balance with a completely decentralized,
scalable, and secure architecture. It presents stored
data to applications using an ordinary file system
interface, but implements this using a peer-to-peer
Chord lookup service for storage blocks.

A considerably more ambitious example of a
P2P approach to providing archival storage is
OceanStore, a visionary proposal for a Global
persistent storage infrastructure [Kubiatowicz 2000,
Rhea 2001]. OceanStore, a global persistent data
store designed to scale to billions of users, is based
on a utility model that uses thousands or millions of
servers to provide a persistent data storage service
to clients. It assumes that some subset of its
components will be failing at any time, and is thus
designed to be self-maintaining, recovering from
server and network failures, incorporating new
resources, and adjusting to changing usage patterns
without manual intervention. OceanStore makes use
of Tapestry's decentralized object location and routing
infrastructure and erasure encoding, a sophisticated
way to store data durably that has significant
advantages over replication. For example, see
[Weatherspoon 2002], where a self-repairing, resilient
distributed storage infrastructure using erasure codes
is compared to a similar system using replication, and
shown to have a mean time to failures that is many



orders of magnitude higher than replication, using
similar storage and bandwidth.

Pond [Rhea 2003] is a recently developed
prototype of OceanStore that demonstrates many of
its features, including location-independent routing,
Byzantine update commitment, continuous archiving
to erasure-coded form, and use of self-maintaining
algorithms. In a wide area network, Pond outperforms
NFS in read-intensive applications. As a working
subset of OceanStore, it points out where research is
still needed to fully implement the vision.

6. SHARING COMPUTING RESOURCES

A popular approach to sharing computing
resources is to structure the resources into a Grid
computing utility, using client/server protocols and
Web services as are provided, for example, with the
Globus Toolkit [Foster 2002].

The P2P approach is exemplified by
SETI@Home and a similar project for Climate modeling
research, climateprediction.net, [Stainforth 2002, Allen
2003]. The climateprediction.net experiment runs a
climate prediction model using idle capacity on home,
school, and work computers. As of November 2003,
climateprediction.net had run over 500,000 climate
model years and was using over 20,000 machines,
with over 5,000 runs completed. By running the model
thousands of times as a large ensemble the
researchers hope to find out how the model responds
to small changes in its approximations, and thus
evaluate model sensitivit ies without using
supercomputers. It is designed to meet the goal of
improving methods to quantify the uncertainties in
climate model forecasts.

7. OTHER APPLICATIONS

Distributed data discovery requires developing
ways for users or applications to find network-
accessible data matching specified queries.
Conventional solutions include client-server solutions
that lookup data in metadata databases using various
query interfaces. An example of a recent P2P solution
is Edutella [Nejdl 2002], which supports distributed
querying of RDF metadata in databases. An overview
of other P2P approaches is available in [Joseph
2003].

Other applications for which P2P approaches
appear promising include an event notification service
[Cabrera 2001], and sharing resources to download
large files [Maymounkov 2003].

8. SUMMARY

According to [Soto 2003], applications best
suited for P2P implementation are those where

• Centralization is not possible or desired
• Massive scalability is desired
• Relationships are transient or ad-hoc

• Resources are highly distributed
• Resilience is desired

Many Earth science applications have one or
more of these characteristics, so may be good
candidates for a P2P approach. In particular, we
believe recent P2P research has important
applications for data distribution, scalable data
access, and data persistence. Self-organizing data
communities may benefit from the high fault tolerance
and global scalability of solutions developed for P2P
applications. Self-adaptive protocols, erasure
encoding, and Distributed Hash Tables are just some
of the techniques used in P2P systems that have
wider applications.

Some of the problems P2P technologies
address (for example, hundreds of thousands of
applications needing to download the same file
concurrently) may far exceed the current scalability
requirements in the geosciences, but that could
change: consider the phenomenon of "flash crowds"
trying to access hurricane land fall forecasts and data
associated with other severe weather events.

In planning future infrastructure for the
geosciences, P2P technologies deserve to be
considered for their benefits in scalability, capacity,
resilience, availability, and self-organizing properties.
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