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1.0  INTRODUCTION1 
 
 Air stagnation can enhance the effects of air 
pollution.  Certain aspects of stagnation potential are 
well known by air pollution managers. For instance, low 
mixing heights and poor ventilation are common in 
coastal areas of the United States where moist marine 
air increases static stability (Holzworth 1972, Holzworth 
and Fisher 1979).  Poor ventilation also is common 
everywhere at night when radiative cooling at the 
surface increases atmospheric stability. What is not 
known, however, is the probability of stagnation on any 
given day at any selected spot on the landscape. Also, 
there are few tools that allow stagnation information to 
be quantitatively assessed across time or space or that 
allow objective incorporation into land management 
plans.  This is of particular interest to managers of 
wildland areas in the United States who are responsible 
for maintaining clean air in Class I areas and for 
mitigating impacts on air quality and visibility from 
wildland fires. 
  To effectively evaluate stagnation potential, we 
developed the Ventilation Climate Information System 
(VCIS).  The VCIS is comprised of a 40-year time series 
of wind, mixing height, and a ventilation index at 0000 
Universal Time Coordinated (UTC) and 1200 UTC each 
day. The generated values cover the United States at a 
horizontal grid spacing of 2.5-minute latitude/longitude 
(about 5 km), except Alaska where the grid spacing is 
fixed at 5 km 5 km map projections.  The ventilation 
index is the product of wind speed and mixing height.
 We chose to represent stagnation potential with a 
ventilation index because it is simple to calculate and 
current and forecast values of ventilation index are well 
known by air quality regulators and are used for 
managing biomass smoke in many parts of the country 
(South Carolina Forestry Commission, 1996; Wade 
1989; USDA-Forest Service, Southern Forest 
Experiment Station 1976; Utah Administrative Code 
2001).  
 Because we needed to generate the high-resolution 
climate information in a short amount of time, relatively 
simple tools were used to derive data values and 
several simplifying assumptions were made.  We tried to 
maintain physical reasonableness, however, and 
checked our results frequently against observations and 
common knowledge.  Anytime data are derived, 
however, whether by spatially interpolating observations 
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or physical models, accuracy and reliability are 
influenced.  Therefore, details on the derivation process, 
assumptions, and methods of smoothing and 
parameterization are given to help users evaluate 
uncertainty in subsequent risk assessments.   
 Complete documentation and summary statistics of 
the data are in Ferguson et al. (2003) and available from 
http://www.fs.fed.us/pnw/airfire/vcis.  The VCIS website 
allows users to map monthly values of ventilation index 
with sensitive receptors, natural and political 
boundaries, and topography.  In addition, users can 
zoom or print maps.  At any time, a summary of daily, 
monthly, and annual statistics for each variable at any 
grid point can be obtained by a simple mouse click.  
 The unique format and robust content of the system 
has afforded application to wildfire management and 
prescribed fire planning.  We’ve recently been awarded 
funding to improve the system and offer a brief 
summary of its components here to foster dialogue for 
expanded application.  

 
 
2.0 SURFACE WIND 
 

To generate surface winds, we modified the single-
level hydrostatic flow model of Danard (1977), Dempsey 
(1985), and Mass and Dempsey (1985).   Various 
versions of the model have successfully simulated sea-
land breezes in Israel (Alpert 1988; Alpert and Getino 
1988; Alpert et al. 1988), and orographic flow fields for 
alpine precipitation forecasting (Speers and Mass 
1986).  We modified the model to accommodate a 
spatially varying lapse rate and run on a message-
passing parallel computing platform.  In addition, we 
modified the finite difference calculations to make them 
more stable and increase success rate in converging to 
a physically reasonable solution.  We call our modified 
version of the Danard, Mass, and Dempsey model, 
WINFLO. We chose to use WINFLO to generate surface 
winds over the large domain of the United States and 
the long, 40-year time period because of its rapid 
computation, reasonably accurate output, and success 
in a variety of applications. 

WINFLO uses sigma coordinates (terrain-following 
surfaces of constant pressure), with the single-layer 
sigma surface representing about 10 m above ground 
level (agl). Only 2 classes of land surface are used, 
forested land and open water, with drag coefficients of 
0.015 and 0.0014, respectively. While we did not find 
significant differences in model results when we 
changed the drag coefficient over land during tests in 
Oregon, we expect that the coarse land-use categories 
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may cause the model to underestimate surface winds 
over broad flat areas and grass lands.  

As a hydrostatic model, WINFLO functions best 
when vertical motions are small compared to horizontal 
motions. Hydrostatic assumptions typically are 
inappropriate for horizontal scales less than about 5 km 
and during strongly dynamic events such as 
thunderstorms and gusting fronts. To accommodate the 
hydrostatic assumption, we kept the horizontal grid 
resolution near 5 km and created an upper limit of 
8°C/km and lower limit of 3.5°C/km for the lapse rate. 
Lapse rates were calculated between the 85 kiloPascals 
(kPa) and 50 kPa vertical levels. Observed values rarely 
exceeded 8°C/km but occasionally were less than 
3.5°C/km. This forces some smoothing that would cause 
gusty surface winds to be underestimated by the model. 
This condition does not affect strong, sustained storm 
winds that are successfully simulated by WINFLO. 

The upper-boundary initialization data were from 
the National Centers for Environmental Prediction 
(NCEP) Reanalysis package (Kalnay et al. 1996). We 
chose to initialize the model with data from the 85 kPa 
level. This height usually is measured at about 1500 
meters above sea level (asl), which is below the height 
of many mountain ranges in the western United States.  
At the resolution of the Reanalysis data, however, the 
western mountains are represented as highly smoothed 
undulations and the 85 kPa height seems to reasonably 
represent conditions above major orographic influences 
while reflecting surface conditions. For example, we 
simulated winds over the Sawtooth Mountains in Idaho, 
which consistently rise above 2500 meters asl, with both 
an 85 kPa reference height and a 70 kPa reference 
height (about 3000 m asl).  When comparing model 
output with observations, including many high-elevation 
wind measurements from the interagency RAWS 
network (U. S. Department of Interior 1995), we found 
little difference in model performance between the two 
tests except that the model performed slightly better at 
turning winds through the terrain patterns when using 
data from the 85 kPa reference level than when using 
data from the 70 kPa level. Also, results from the 85 kPa 
height were consistently better at lower elevation sites. 

 
 
2.1   Observed vs. Modeled Wind 
 
Surface winds are strongly influenced by small-scale 
undulations in terrain and land cover. Therefore, wind 
observations that are measured by anemometers are 
influenced by, and represent conditions below the 
resolution of the model terrain and land-use grids and 
may not represent the larger-scale wind field.  In 
addition, anemometers usually have stall speeds that 
prevent accurate recording when winds speeds are 
below about 1 m/s, they can be placed poorly in relation 
to buildings, towers, and other instruments, and often 
are poorly maintained. Despite the disconnect between 
modeled and measured wind values, we compared 
model output to measurements from the NOAA National 
Weather Service (NWS) primary observing stations 
(National Renewable Laboratory 1992; National Climatic 

Data Center 1997). Data from local and regional 
networks, such as the interagency RAWS network 
(United States Department of Interior 1995), did not 
have adequate quality or consistency for model 
verification over the entire country and in all seasons.  

a

b
Figure 1.  Modeled surface wind patterns over 
northern Utah and southern Idaho on 18 July 1980 
for a) 0000 UTC and b) 1200 UTC.  Observed winds 
at Salt Lake City, Utah (SLC) and Boise, Idaho (BOI) 
are shown in yellow. 

 Figure 1 illustrates how general flow patterns 
compare with observations at specific times in a small 
region centered over southern Idaho and northern Utah.   
During the afternoon (Figure 1a), observed winds at 
Boise, Idaho (BOI) and Salt Lake City, Utah (SLC) were 
from the northwest at about 10 m/s.   Modeled winds in 
the Boise area were generally from the northwest at 
about 8 m/s but turning north-northeasterly away from 
the central valley.  Modeled winds over Salt Lake City 
were generally north-northwesterly at about 8 m/s.  
During the morning (Figure 1b), both modeled and 
observed winds at Boise became slower and turned 
southeasterly.  While observed winds over Salt Lake 
City appeared from due north in the morning, modeled 
winds around the area were variable from southeast to 
northeast.  Away from the observation points, flow 
patterns appear consistent with typical diurnal wind 
patterns (up valley during the late afternoon and down 
valley in the early morning) with expected channel flow 
through gaps and valleys.  Therefore, while minor 
inconsistencies occur at the observation points, the 
general flow pattern is physically consistent and 
realistic.  In general we found that WINFLO wind speeds 



are frequently slower than observed winds with the 
slowest biases occurring during spring and summer.   
This may be due to the inability of the model to capture 
gusty winds associated with strong convection.  When 
compared to a more fully physical model, such as MM5, 
the magnitude of errors in speed and direction were 
similar but WINFLO tends to under predict speed and 
MM5 tends to over predict (Ferguson et al. 2003). 
 To help users evaluate errors in their region of 
interest, we plotted the frequency of modeled and 
observed wind speed and direction at each observation 
location (Figure 2).  Also included are maps surrounding 
each observation station that show the 90-meter 
resolution terrain, model terrain at 2.5′ latitude-longitude 
or 5km resolution, and land use at 90-meter resolution.  
This allows the user to distinguish whether differences 
between modeled and observed winds at that location 
are due to smoothing of terrain and land-use in the 
model or caused by the model physics.  On the polar 
difference plots, the line thickness indicates the 
magnitude of difference in speed and the line orientation 
shows the angle of difference in direction.  A zero 
difference in direction would appear as a line pointing 
from zero degrees straight up and a zero difference in 
speed is represented by a thin line.  For example, at 
Meridian, MS (Figure 2) the modeled wind speed is 
most often the same as observed but is commonly 10 to 
20 degrees different in direction (observed winds are 
southerly while modeled winds are southeasterly).  The 
difference in direction appears to be due to the narrow 
valley that influences winds at Meridian, which is not 
resolved by the model topography.   

In general, WINFLO performed reasonably well with 
respect to both wind speed and wind direction. The two 
land-use categories (land and water) in the model, 
however, tend to bias toward rough terrain (forested and 
mountainous). This causes strong winds (> 8 m/s) to be 
underestimated over broad flat areas and grass lands. 
Also, the smoothed model terrain appears to cause a 
modest directional bias of less than 45°. Finally, 
restrictions on the model lapse rate (temperature 
difference with height) and lack of radiative heating 
appear to cause poor model performance in some 
months at western arid sites. 

Figure 2.  Model vs. observed winds at Meridian, Mississippi in May, 1961 to 1990: a) the station location (cross 
hairs) is shown with shaded relief, model elevation, and land cover, and b) polar plots of observed and modeled 
winds and polar plots of absolute differences for both 0000 UTC (top row) and 1200 UTC (bottom row). 

 
 

3.0 MIXING HEIGHT 
 
 Because the NCEP Reanalysis data are at a 
relatively coarse vertical resolution, they cannot be used 
to accurately determine mixing heights.  Therefore, 
mixing heights are determined from radiosonde 
observation (RAOB) data. To derive mixing heights, we 
lift a parcel of air adiabatically from the surface with a 
starting temperature near the maximum or minimum 
daily temperature as described in Holzworth (1972). The 
mixing height is defined as that level where the 
temperature of the adiabatically lifted parcel becomes 
less than the measured ambient temperature. Once this 
occurs, it is assumed that the parcel, being cooler than 
its surroundings, will reach neutral buoyancy and stop 
rising.  
 The calculated mixing heights are interpolated 
between RAOB sites using the Cressman scheme 



(1959) as described in (Manning and Haagenson 1992). 
Frontal boundaries between air masses are not 
considered, partly because they are difficult to 
determine automatically from archived data, and also 
because we assume that their exact position is not 
critical in a climatological assessment of mixing height. 
Thus mixing height is mapped to smoothly vary over the 
landscape except on calm, clear nights when the 
morning mixing height is modified by local inversions 
(Section 3.1) and where interpolated mixing heights 
intersect higher terrain (Section 3.2).  
 
3.1  Local Inversion Potential 
 At night, in addition to the stabilization of air and 
lower mixing height, down-slope winds and terrain 
features can cause cooling air to be trapped in stagnant 
pools forming patterns of local temperature inversions in 
places well away from and poorly represented by 
RAOBS. These areas also can trap smoke and other 
pollutants. Currently there is no meteorological model 
that can adequately simulate the timing and location of 
local inversions on a national scale. Therefore, we 
created a set of algorithms that determine the 
occurrence, location, and strength of local temperature 
inversions based on climate records of nearby surface 
weather stations and terrain features. 

To determine the occurrence potential of a local 
inversion, a set of criteria were adapted from Pasquill 
(1962) and Turner (1964) who describe the formation of 
a surface-based temperature inversion as dependent on 
surface wind speed and net long-wave radiation leaving 
the lowest layer of the atmosphere, which depends on 
cloud cover. Hourly values of wind speed, total cloud 
cover, opaque cloud cover, and present weather 
(defined as fog, drizzle, rain, snow, etc.) (National 
Renewable Energy Laboratory 1992; National Climatic 
Data Center 1997) are used to determine whether a 
stable surface layer will form. The potential for a local 
inversion to occur is initiated if the following criteria are 
met for at least 50% of all reported hours between 1800 
and 0600 local time: 

• Wind speed is ≤ 3 m/s, total cloud cover is ≤ 
8/10, and opaque cloud cover is ≤ 6/10, or  

• wind speed is > 3 m/s but ≤ 5 m/s, the total 
cloud cover is ≤ 6/10 and opaque cloud cover 
is ≤ 3/10; or  

• if fog has been reported at any hour between 
1800 and 0600 local time.  

On nights with excessive missing data, no inversion is 
expected if there are more than two reports of winds 
exceeding 5 m/s. If all reported winds are less than 5 
m/s, then the available hours of cloud cover determine 
inversion potential.  
 Criteria for the occurrence of a local inversion were 
checked at all available surface stations then applied to 
grid cells in the surrounding neighborhood (Figure 3).  If 
a surface-based inversion were determined to occur at 
the observing station then all grid cells within the 

neighborhood also were assumed to have a local 
inversion potential.   

 To locate and rank potential local inversions, a GIS 
algorithm was developed to identify terrain features that 
promote the collection and trapping of subsiding air: 

Figure 3.  Neighborhoods for determining local
inversion potential in the contiguous United States.
Letters indicate the NWS identifier for the station that
was used to determine calm, clear conditions within
the neighborhood. 

1. Height is vertically exaggerated by 5 times. This helps 
to highlight shallow valleys and hollows that are 
difficult to resolve with 5-km grid cells.  
2. Flat areas are defined by slope that is less than 0.8º 
and, to eliminate insignificant flat areas, a 3-pixel by 3-
pixel smoothing filter is applied. 
3. Valleys and basins are defined by negative 
curvature, which is smoothed with a one-cell radial filter. 
4. Flow accumulation is computed for areas exceeding 
17 pixels. The 17-pixel threshold is chosen subjectively 
to eliminate flow potential that crosses ridgelines or 
begins at mountaintops. With a 5-km grid size, the 
threshold is 425 km2. 
5.  Because not all places of negative curvature (e.g., 
benches) will form a local inversion, potential areas of 
drainage accumulation are defined by places where 
lines of flow accumulation intersect valleys and 
basins. 
6.  Because not all flat places will form a local inversion 
(e.g., plateaus), potential areas of pooling are defined 
by places where lines of flow accumulation intersect 
flat areas.  
 The resulting map of potential inversion locations in 
the example domain is shown in Figure 4. 

We derived values of strength to help map 
inversion heights by assuming that the potential strength 
of local inversions is correlated to the amount of 
accumulated flow. In general, as flow accumulation 
increases downstream, so does the inversion strength. 
Strength values increase rapidly as rivers join and when 
flow is contributed from different watersheds. By 
superimposing flow accumulation on the inversion 
potential map, we derived inversion strength values that 
ranged from 0 to 11589, with over 95% of the grid cells 
having a value less than or equal to 366.  

To determine the height above ground, we applied 
a logarithmic function:  



[ ] ,0404.1ln2430.25 ××= tSH  
where H is the inversion height (m agl) and St is the 
inversion strength truncated below 366. By bounding the 
inversion strength values below 366 (i.e., all values 
above 366 were given a value of 366) we keep the 
inversion height from exceeding 150 m agl, the typical 
height of nighttime surface-based inversions.2  
 The vast majority of major valleys have inversion 
strengths less than 366. For example, the Bitterroot 
Valley in Montana has an inversion strength of about 40, 
giving it an inversion height of 94 m agl at the valley 
bottom. The Snake River Valley in Idaho and the mouth 
of the Columbia River in Oregon have inversion 
strengths of about 618 and 7000, respectively. Because 
both are greater than 366, their potential inversion 
height at valley bottom is 150 m agl Note that inversion 
heights decrease toward the head of the valley. This 
allows a somewhat smooth transition between areas 
with a local inversion and areas without a local 
inversion. 

There are very few direct observations of local 
inversion occurrence or location. At RAOB locations, 
where surface-based inversions can be directly 
measured, we tested our inversion occurrence criteria 
and found that observed, surface-based inversions 
occurred on nearly all days that the criteria of calm wind 
and clear skies were met. A surface-based inversion 
was determined to exist if the 1200 UTC RAOB included 
two adjacent layers within 1000 meters of the surface 
that reported warmer air over cooler air. No distinction 
was made between inversion strength or depth.  

Unfortunately, RAOBS are sparsely distributed over 
the United States. Additionally, these stations are 
typically located in flat areas or broad valleys where 
local inversions are less significant than in narrow 
valleys, small hollows, and basins that are typical of 
wildland areas. Therefore, most of our verification 
techniques for local inversion potential are qualitative in 

nature.  When compared with satellite observations of 
morning fog and smoke, patterns appear reasonably 
similar.  For example, Figure 5 shows an image from the 

Moderate Resolution Imaging Spectrometer (MODIS) 
satellite image over the Salmon River in central Idaho 
during the 2000 wildfires along with a map of local 
inversion potential for the same general area.  From the 
satellite image (Figure 5a), it appears that most smoke 
is concentrated in the Salmon River valley, where the 
strongest inversion potential is indicated by light blue 
(Figure 5b). Darker blue colors indicate potential 
inversions in side valley and tributaries, where the 
satellite image shows more transparent smoke 
concentrations.   

a b
Figure 5.  (a) Observations of smoke over central
Idaho at about 10am in July 2000.  (b) Map of
inversion potential with light blue showing strongest
potential and dark blue showing weaker potential. 
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surface-based inversions were at least 100 m deep. 

 
3.2  Adjusted Mixing Height 

The local inversion algorithm was applied to 
morning (1200 UTC) mixing heights only and only to 
grid cells in the neighborhood of a surface observation 
showing calm winds and clear skies the previous night.  
Grid cells not in a terrain feature that fosters the 
development of a local, nighttime inversion (i.e., peaks, 
ridges, plateaus, etc.) are assumed to be experiencing 
the ambient condition of mixing heights interpolated 
from RAOB measurements.    

Figure 4.  Inversion location and relative depth.  Red
colors indicate maximum flow accumulation with
depths near 150 m agl and blue colors indicate
minimum flow accumulation.  White indicates places
where terrain configurations are not expected to
influence the formation of local inversions. 

There are times when the measured mixing height 
passes below ground level as it is interpolated across 
the landscape.  This happens frequently when the 
mixing height is relatively low, such as during a winter 
morning, or in places where mountains are between 
RAOB locations.  At these times and in these places, 
above the interpolated mixing height, air parcels often 
are free to lift to great heights, occasionally reaching the 
tropopause.  In an attempt to approximate the “free-
atmosphere” mixing depth, we arbitrarily assigned a 
value of 4000 m agl in the afternoon and 1000 m agl in 
the morning, which coincide with highest measured 
heights at those times (Holzworth 1972).  Currently, we 
are improving this approximation by calculating 
boundary-layer heights above the surface mixing depth 
from observed values at each time step.  

Figure 6 shows the effect of adjusted mixing 
heights on a July morning when the local inversion 
potential is imposed.  Note that valley inversions 
become visible in the northwestern United States and in 
the Appalachian Mountains after the inversion algorithm 
is imposed.     



 

4
 

a
a
lo
t
m
in
v
m
R
V
a
g

a
r
v
a
h
h
a

height of a trajectory wind.  The resulting classification 
scheme is summarized in Table 1.   
 
Table 1.  Classification of ventilation potential from 
ventilation index values in the VCIS database. 

 
Figure 7 illustrates the monthly mean classifications 

of ventilation index for October in the 48 contiguous 
states.  Note the large areas of relatively poor ventilation 
potential in low-lying areas during the morning.  During 
the afternoon, the ventilation potential improves 
dramatically.  Marginal conditions prevail, however, in 
the lee of several western mountain ranges.   

Monthly mean maps of the ventilation index classes 
are available on the VCIS website for all months and all 
50 states.  The interactive website allows users to plot 
sensitive receptors, such as hospitals, schools, airports, 
wilderness areas, and highways as overlays on the 
ventilation index maps.  In addition, users can zoom, 
pan, add elevation contours, cities, state and county 
boundaries, and rivers and railroads to help exactly 
locate areas of potentially high risk.   

To help determine the timing of poor or good 
stagnation conditions, year-to-year and day-to-day time 
series have been generated for each grid point.  The 
time series include the median (50th percentile), 

Ventilation Index  
(m2/s) Classification 

0-1175 Poor 

1176-2350 Marginal 

2351-3525 Fair 

>3525 Good 
a

b

Figure 6.  Interpolated mixing height for the
morning of July 1, 1980 (a) without adjustment for
local inversion, and b) with local inversions.  Blue
colors indicate lowest heights and yellow colors
indicate highest heights. 
 
.0 VENTILATION INDEX 

The ventilation index is the product of wind speed 
nd mixing height. In most cases, the index uses the 
verage value of wind speed in the mixed layer or a 
cal steering wind, which often is well above 10 meters, 

he height of wind derived for this study. Also, we have 
odified the mixing height to account for local 
versions.  The local inversion correction creates lower 
alues of ventilation potential at remote sites, which is 
ore applicable than indexes calculated from a central 
AOB location.  Therefore, values of ventilation index in 
CIS are relatively conservative and may best be 
pplied to smoke concerns relatively close to the 
round. 

To map index values in a meaningful way and help 
ssess the values of air quality and visibility that are at 
isk, we followed a common procedure of classifying the 
entilation index into categories of poor, marginal, fair, 
nd good.    We assigned a classification scheme that is 
alf of commonly used classes (Leenhouts et al. 2001), 
owever, because wind speeds at 10 m agl typically are 
bout half of those at 40 m agl, which is closer to the 

quartiles (25th and 75th percentiles), and extreme 
values (maximum and minimum) for each day of a given 
month or each month of a given year.   For example, 
Figure 8 shows the variation of ventilation potential for a 
grid point in Georgia during the afternoon in April.  At 
this location, in this month, and at this time of day, the 
ventilation index generally is fair, often marginal, and 
with periods of poor and good ventilation.  The left side 
of the figure illustrates the variability within each day of 
the month across multiple years.  The right side 
illustrates the variability within the month from year to 
year.  Color bars on axes show that most of the 
ventilation index values occur in the marginal to fair 
range at this site in April. 
 

 
5.0 CONCLUSION 
 

VCIS assists users in assessing values of air 
quality and visibility at risk from wildland fire and other 
sources of pollution by illustrating the spatial and 
temporal variability of ventilation potential. The 40-year, 
twice-daily time series at 2.5’ latitude-longitude and 5-
km spatial resolution can be viewed as monthly 
averaged maps of index classifications or in plots of 
frequency and magnitude at user-selected grid points. 



The ArcIMS web-access system allows users to view 
local to national patterns of ventilation potential. 
Overlays of sensitive receptors (hospitals, schools, 
roads, airports, etc.) help quantify the proximity of risk to 
poor ventilation conditions.  

Despite some of the smoothing and simplifying 
assumptions required to generate such a large, national 
data set, the spatial values provide a reasonably 
accurate view of ventilation potential and associated 
risks to air quality and visibility in the United States.   

Because VCIS offers the first historical perspective 
of ventilation potential and associated risks to air quality 
and visibility at a high spatial and temporal resolution on 
a national scale, the information it holds about patterns 
and probabilities of risk are just beginning to be 
explored.  During summer and fall of 2002, the system 
was used to help anticipate potential smoke impacts 
from the long-smoldering Biscuit wildfire in southwestern 
Oregon.  It was used to help justify a smoke 
management plan in central Idaho and to illustrate 
management alternatives in NEPA documentation for a 
project in Colorado. 

As we embark on improving the system, we hope to 
increase spatial resolution, include calculations of 
frequency to determine how often values reach user-
defined threshold criteria, and improve physical and 
numerical methods of generating the spatial values. 
 

 
a

b

Figure 7.  Monthly mean maps of ventilation index
classifications for a) morning and b) afternoon in
October.  Red represents potentially poor ventilation
conditions, yellow is marginal, green is fair, and gray
is good. 
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Figure 8.  Box plot of ventilation index for a site in
Georgia during the afternoon in April.  Boxes show
25th and 75th percentile.  Whiskers show extreme
values.  Median is indicated by horizontal line in each
box. Color bars on each axis indicate poor, marginal,
fair, and good classification values (Table 1). 
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	To map index values in a meaningful way and help assess the values of air quality and visibility that are at risk, we followed a common procedure of classifying the ventilation index into categories of poor, marginal, fair, and good.    We assigned a cla

