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1. Introduction

The past fifty years of squall line studies have gener-
ated much understanding of these convective systems.
Nearly all previous squall line studies were conducted in
a manner such that the convective system was relatively
free of outside influences, including those due to com-
plex terrain. Squall lines are not only limited to regions
with negligible topography, however. A review of the
literature reveals one previous study (Teng et al. 2000)
which examines the interaction between a pre-existing
squall line and the mountainous terrain on the island of
Taiwan. This investigation found that the topography
retarded the speed of the gust front, allowing precipita-
tion to fall into the inflow at the front of the system.
The rear-to-front (RTF) flow was also subject to oro-
graphic ascent and became ingested into the updrafts.
A combination of these factors led to the disintegration
of the system as it moved up the terrain, suggesting that
terrain can significantly influence quasi-linear convective
systems.

In this paper, we present the results of a numeri-
cal study of squall lines traversing an idealized moun-
tain ridge. Our simulations indicate that a squall line
strengthens slightly owing to orographic ascent on the
windward slopes of the ridge, weakens during descent,
and then rapidly reintensifies downstream of the terrain
owing to a hydraulic jump in the outflow.

The next section specifies the simulation design and
model characteristics. Section 3 presents the control sim-
ulation, run with flat terrain. The mountain ridge ex-
periment is presented in section 4. Finally, we discuss
the conclusions in section 5.

2. Simulation design

The squall line simulations are performed using the
Advanced Regional Prediction System (ARPS) model,
version 4.5.2 (Xue et al. 1995). The model neglects ra-
diation, surface drag, ice physics, and Coriolis effects.

The domain size is 400× 60× 17 km. The model em-
ploys a regular grid spacing of 1.25 km in each horizontal
direction. This horizontal resolution is coarser than the
100 m advocated by Bryan et al. (2003). A grid spacing
on the order of 1 km, however, can resolve basic squall
line structure (Bryan et al. 2003). This being a pilot
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study, we would rather explore a large parameter space
with relatively coarse resolution than explore a smaller
parameter space with higher resolution.

The vertical grid is a stretched terrain-following grid
with an average spacing of 500 m and a minimum spac-
ing of 150 m near the surface. A periodic boundary con-
dition is imposed at the northern and southern edges of
the domain. An open radiation condition is specified at
the eastern and western boundaries, permitting gravity
waves to propagate out of the domain. A rigid lid exists
at the top of the domain with a sponge layer beneath it
to absorb gravity waves (Klemp and Durran 1983).

The pre-storm environment is horizontally homoge-
neous and is characterized by the analytic thermody-
namic profile developed by Weisman and Klemp (1982).
The sounding contains 2200 J kg−1 of convective avail-
able potential energy (CAPE). The vertical wind profile
consists of pure westerly shear, with the wind speed in-
creasing linearly from zero at the surface to 17.5 m s−1 at
an altitude of 2500 m. The wind velocity is constant with
height above this level. This shear profile falls within the
“optimal state” for squall line longevity as defined by
Weisman et al. (1988). There is initially no north-south
wind component.

We initiate convection with a 4.0 K warm bubble con-
taining random perturbations of 0.1 K. The thermal
has a radius of 10 km in the east-west direction, ex-
tends 3 km in the vertical direction, and is infinite in
the north-south direction. It is centered at x = 25 km
and z = 1500 m. This thermal generates a quasi-two-
dimensional squall line, which reaches maturity after
about two hours of simulation time.

In the terrain case described in detail, an idealized
mountain exists at x = 200 km. This ridge has an east-
west radius of 10 km, is infinite in the north-south direc-
tion, and has a height of 900 m. The squall line reaches
the mountain just after attaining maturity. We also con-
sider a control simulation, which is conducted with flat
terrain at an elevation of 0 m.

3. Control simulation

A plot total accumulated rainfall at 18000 s (Fig. 1a) re-
veals significant along line structure to the squall line in
the control simulation. Repeated development of heavy
convective cells can be seen along y = 15 km from x =
180 to 260 km. Other parts of that same meridional
strip of the domain, however, like for 20 < y < 25 km,
and along y = 35 km, have total rainfall amounts less
than 10 mm, suggesting a dearth of deep moist convec-
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Fig. 1. Total accumulated rainfall (mm) at 18000 s for (a)
the control simulation and (b) the mountain ridge simulation.

tion in those areas. Such along-line variability in three
dimensional simulations of squall lines is common (e.g.,
Coniglio and Stensrud 2001).

Vertical cross sections taken along y = 15 km depict
a cell life cycle similar to that seen in the simulations of
Fovell and Tan (1998) and Lin and Joyce (2001). At 9300
s (Fig. 2a), an intense cell is located over x = 185 km,
approximately 10 km behind the gust front and associ-
ated shallow updraft at x = 195 km. An older, decaying
cell is seen to the rear of the mature cell, at x = 177 km.
By 10500 s (Fig. 2b), the mature and decaying cells seen
at 9300 s have merged, and a rather intense cell is now
over x = 210 km, which developed from the gust front
updraft (GFU) during the previous 1200 s.

Although the convection is weaker along y = 35 km,
the cells still possess the same basic life cycle as those
along y = 15 km (Figs. 2c, d). At 11100 s (Fig. 2d; note
the different x-axis), there are no updrafts stronger than
8 m s−1, which corresponds well with the precipitation
minimum near x = 240 km, y = 35 km (Fig. 1a).

4. Mountain ridge simulation

The accumulated rainfall in the simulation with the
mountain ridge (Fig. 1b) is quite different from that in
the control simulation, especially near and just down-
stream from the ridge. There exists a north-south stripe
of rainfall maxima approximately over the ridge, at x =
200 km. Just downstream from this feature, at x =
220 km, is an even more distinct minimum in total rain-
fall, also running north-south across the entire domain.
Given that the total rainfall from the two simulations
is nearly identical west of x = 190 km, and that the
only difference between the two simulations is the pres-
ence of a topographical feature at x = 200 km in one
of the simulations, then the differences cited above be-
tween the two simulations must be due to the terrain.
Another north-south oriented rainfall maximum may be
found at x = 240 km. Downstream of this feature, the
line regains more along-line variability, and thus similar-
ity with the control simulation, although the results in
the eastern portion of the domain are far from identical.
For example, the periodic development of intense cells
along y = 15 km in the control simulation disappears
after the squall line traverses the ridge.

A vertical cross section from the terrain run taken
along y = 15 km at 10500 s (Fig. 3a) shows no evidence
of a mature cell. A vigorous updraft is growing over the
gust front at x = 217 km, however. This figure bares lit-
tle resemblance to one taken from the same time in the
control simulation (Fig. 2b). The cold pool nose is quite
steep at this time, more so than in the control simula-
tion. Such a gust front orientation is more favorable for
convective initiation there (e.g., Xue et al. 1997). The
cold pool becomes abruptly shallow behind the gust front
(near x = 210 km), and this structure is indicative of a
hydraulic jump. The formation mechanisms for this are
discussed below.

Looking at y = 35 km, we see that the cell near the top
of the gust front updraft (over x = 195 km) is stronger
and deeper at the same time than in the control run
(Figs. 2c and 3b). The cell just behind this one, at x =
185 km is weaker in the terrain simulation, likely because
the stronger cell in front of it has depleted its supply of
potentially warm inflow from the front of the system. At
this time, the gust front is located very near the summit
of the ridge. It appears that additional ascent at the gust
front, due to the orography, forced a stronger updraft to
grow from the GFU. The stronger updrafts found here,
which are aided by orographic ascent on the windward
slopes of the terrain, explain the first rainfall maximum
in Fig. 1b.

At 10500 s, the vertical motion field and the cold pool
at y = 35 km look remarkably similar to that seen at
y = 15 km (compare Figs. 3a and 3c). This is again
supported by the total rainfall pattern, which shows lit-
tle variability in the y-direction just after the system
passes over the topography. Also notice the lack of any
mature cell at either y = 15 or 35 km, which is coin-
cident with the rainfall minimum seen just east of the
lee slopes of the ridge. By 11100 s, an intense cell has
formed out of the GFU and is located over x = 225
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Fig. 2. Vertical cross section of vertical velocity, w, (m s−1,
shaded) and potential temperature perturbation, θ′, (K, con-
toured) for the control simulation at (a) y = 15 km, 9300 s;
(b) y = 15 km, 10500 s; (c) y = 35 km, 9600 s; and (d) y =
35 km, 11100 s. Note the different x-axis in (d).
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Fig. 3. Vertical cross section of vertical velocity, w, (m s−1,
shaded) and potential temperature perturbation, θ′, (K, con-
toured) for the mountain ridge simulation at (a) y = 15 km,
10500 s; (b) y = 35 km, 9600 s; (c) y = 35 km, 10500 s; and
(d) y = 35 km, 11100 s. Note the different x-axis in (d).



a)

b)

θ', ψ

θ', ψ

Fig. 4. System relative streamline analysis and potential tem-
perature perturbation (shaded) at 10200 s for (a) the control
simulation and (b) the mountain ridge simulation. A propa-
gation speed of 20 m s−1 has been subtracted from the zonal
wind component to create a storm-relative velocity profile.

km. This agrees well with the rainfall maximum seen
downstream of the mountain. Thus, it after the initial
orographic ascent, new cell formation is first inhibited as
the system descends the terrain, then becomes favored
just downstream the topography.

System-relative streamline analyses for the control
and terrain runs at 10200 s are reproduced in Fig. 4.
In both cases, the gust front is located at x = 212 km.
The horizontal vorticity center seen near x = 195 km,
z = 1500 m in the control simulation has been subjected
to orographic ascent and is at an altitude of 2400 m
in the terrain run. Also evident in the mountain ridge
experiment, however, is the shallow layer of outflow de-
scending the eastern slopes of the mountain. As the
depth of the cold pool nose is reduced at the beginning
of the descent, the flow in the cold pool transitions from
subcritical to supercritical, as defined by the dimension-
less Froude number. As the cold air accumulates at the
bottom of the hill, the flow transitions back to subcrit-

ical, creating the hydraulic jump (Figs. 3a, c, and 4b).
The density current head is also rather shallow during
the descent, which prevents the formation of new cells
at the gust front (Xue et al. 1997), explaining the lack
of mature convection seen just after the system descends
the ridge.

5. Final remarks

These simulations show that as a squall line impinges
upon a mountain ridge, the updrafts are first intensified
through orographic ascent. As the system descends the
ridge, the cold pool nose becomes shallow, resulting in
a minimum in convection just downwind of the topog-
raphy. When the gust front reaches the bottom of the
slope, a hydraulic jump forms in the outflow, forcing a
steep cold pool head, which is known to be associated
with increased lift at the gust front. These results have
also been reproduced in preliminary simulations using
500 m horizontal grid resolution.

Considerable work remains regarding the interaction
between pre-existing convection and terrain. An obser-
vational study of convection passing over complex ter-
rain could confirm many of the conclusions reached from
our idealized simulations. Also, more simulations are
required to determine how environmental conditions in-
fluence the interactions reported here. Simulations using
surface physics, higher grid resolution, and more realis-
tic terrain configurations and microphysics schemes also
should be attempted.
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