1. INTRODUCTION

Technological advancements in Micro Electro Mechanical Systems (MEMS) and nanotechnology have inspired a concept for a revolutionary observing system called Global Environmental Micro Sensors (GEMS). The system features a wireless network of in situ, buoyant airborne probes that can monitor all regions of the Earth with unprecedented spatial and temporal resolution. The probes will be designed to remain suspended in the atmosphere for hours to days and take measurements of temperature, humidity, pressure, and wind velocity that are commonly used as dependent variables in numerical weather prediction (NWP) models. As a result, it will not be necessary to develop complex algorithms for assimilating such data into research or operational models.

This paper provides a discussion of the system used to simulate dispersion of and observations collected by an ensemble of probes, highlights a possible deployment scenario and describes a series of Observing System Simulation Experiments (OSSEs) performed to assess the impacts of simulated GEMS data on regional weather forecasts.

2. SIMULATION SYSTEM

The Advanced Regional Prediction System (ARPS; Xue et al. 2000; Xue et al. 2001) coupled with a Lagrangian particle model (LPM) is used to simulate the dispersion of observations collected by an ensemble of probes, highlights a possible deployment scenario and describes a series of Observing System Simulation Experiments (OSSEs) performed to assess the impacts of simulated GEMS data on regional weather forecasts.

3. DEPLOYMENT SCENARIO

A large number (>10^6) of simulated probes can be deployed at any time during the model integration, and at any latitude, longitude, and altitude within the three-dimensional ARPS domain. The LPM provides accurate position information because the velocity variables are updated every model time step by interpolating to the actual probe locations.

Two 30-day periods from June and December 2001 were selected to study the dispersion characteristics of GEMS under differing weather regimes. The summer case was chosen to assess probe dispersion during a weather pattern with relatively weak large-scale flow, and the winter case was selected to analyze probe dispersion with strong jet streams and progressive large-scale features. The differences in simulated probe dispersion were expected to be substantial depending on the prevailing weather patterns, so it was important to study the dispersion patterns under two widely varying weather scenarios.

A strategy to deploy positively buoyant probes that ascend upward through the atmosphere was developed. For this scenario, simulated probes were released from surface weather station sites around the northern hemisphere and ascended to a level of neutral buoyancy that depends on probe mass. This scenario examines the impact of probes remaining neutrally buoyant throughout 30-day simulations versus becoming negatively buoyant and falling out of the air gradually. Depictions of the resulting probe distribution for both June and December 2001, over the northern hemisphere after 14 days are shown in Figure 1.

4. REGIONAL OSSEs

OSSEs are used to assess the impact of probe measurements on weather analyses and forecasts following Atlas (1997) and Lord (1997). The model used for OSSEs is the Pennsylvania State University estimated from a subgrid scale (SGS) turbulence parameterization (Mellor and Yamada 1980) similar to the SGS turbulence scheme of Deardorff (1980) used in the ARPS model. A parameterization scheme for wet deposition or precipitation scavenging is included in the LPM to simulate the impact of frozen and liquid precipitation on probe trajectory and possible washout (Seinfeld and Pandis 1998). Scavenging was designed to cause probes to alter trajectories and washout, especially in areas of heavy rain near the surface.
(PSU)/National Center for Atmospheric Research (NCAR) Fifth-generation Mesoscale Model (MM5; Grell et al. 1995). The MM5 is configured in such a manner as to generate a significantly different solution from a nature simulation to approximate the differences between a state-of-the-art model and the real atmosphere (Atlas 1997). For this study, two 30-day periods during June and December 2001. The OSSE methodology consists of three steps:

- **Nature simulations.** These forecast runs are considered “truth” and the trajectories of all simulated probes are tracked and extracted. In addition to simulated GEMS data all surface, rawinsonde and aircraft data are extracted from these model simulations as well. The ARPS model is used for the nature simulations.

- **Conventional simulations (Cnv).** Simulated surface, rawinsonde, and aircraft observations are intermittently assimilated into the MM5 at specified times.

- **Conventional & GEMS simulations (CnvGEMS).** In addition to conventional data, simulated GEMS data are intermittently assimilated into the MM5 at specified times.

### 4.1 Nature Runs

Two ARPS 50-km hemispheric nature runs (domain A, Figure 2) were initialized using Aviation Model (AVN) re-analysis fields (1° x 1°) from 0000 UTC 1 June 2001 and 0000 UTC 1 December 2001, respectively, and run for 30 days to simulate large-scale dispersion of GEMS probes. The AVN grids were also used to provide lateral boundary conditions at 12-h intervals throughout each model run (Kalnay et al. 1996). A one-way nested 15-km domain covering a large portion of the United States and Canada (domain B, Figure 2) was initialized at 0000 UTC 10 June 2001 and 0000 UTC 10 December 2001, respectively, and run 10 days. For each 15-km ARPS simulation, lateral boundary conditions were supplied by the ARPS 50-km simulation at 3-h intervals. Simulated measurements from conventional networks and GEMS probes were extracted at 3-h intervals during each 15-km ARPS simulation.

To simulate measurements obtained from probes and conventional observational networks, interpolation was used to extract values of temperature, humidity, pressure, cloud water, and other model variables at locations throughout the nature model integration. By assuming the probes are passive tracers, temporal changes in their absolute or relative position were used to estimate wind velocities. Additionally, a random component to represent observation error was added to address questions of instrument accuracy.

### 4.2 Regional Assimilation Runs

MM5 60-km hemispheric runs were initialized at 0000 UTC 10 June and 0000 UTC 10 December 2001 using the ARPS 50-km nature simulations. The MM5 grid covers approximately the same area as domain A in Figure 2. AVN re-analysis fields supplied lateral boundary conditions at 12-h intervals throughout each model run.

The MM5 30-km simulations, covering approximately domain B in Figure 2, were initialized at 0000 UTC 11 June and 0000 UTC 11 December 2001, respectively, in a one-way nested configuration from the MM5-60-km simulations and run until 0000 UTC 18 June and 0000 UTC 18 December 2001,
respectively. Simulated conventional and/or GEMS
data obtained from the ARPS 15-km simulations were
intermittently assimilated into the MM5 at 3-h intervals
throughout each run. For both 30-km MM5
experiments, the 60-km MM5 simulations supplied the
lateral boundary conditions. An illustration of both the
ARPS nature and MM5 OSSE methodology is shown
in Figure 3.

In order to mimic a regional operational forecast
cycle, 48-h forecasts were generated at 6-h intervals
during the intermittent DA cycle for both the June and
December 2001 OSSEs following Weygandt et al.
2004. A total of 29 forecasts were conducted for each
OSSE scenario. A summary of the dates and duration
of the regional OSSE forecasts is presented in Table 1.

4.3 Conventional OSSEs (Cnv)

The Cnv OSSEs include only in situ data from
simulated conventional networks. The Cnv simulations
serve as a point of reference against which the
experiments are compared, since no simulated GEMS
observations were included.

4.4 Conventional & GEMS (CnvGEMS)

In addition to simulated conventional data the
CnvGEMS OSSEs includes simulated data obtained
from the GEMS surface deployment scenario. All
simulated data (conventional and GEMS) were
assimilated into the MM5 30-km OSSEs at 3-h
intervals.

5. REGIONAL OSSE VERIFICATION

In order to verify the realism of the OSSEs
(defined by Hamill and Colucci 1997), the nature runs
were interpolated to a grid identical to that of the MM5
30-km simulations. Objective verification of the
OSSEs was then accomplished by calculating grided
root mean square (RMS) errors over a sub-domain
centered on much of the United States.
Table 1. Summary of the regional OSSE forecasts for both the June and December 2001 experiments.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Dates</th>
<th>Duration</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional nature run – ARPS 15-km simulations</td>
<td>10-20 June and December</td>
<td>10 days</td>
<td>ARPS regional forecast</td>
</tr>
<tr>
<td></td>
<td>10-11 June and December</td>
<td>1 day</td>
<td>ARPS 15-km spin-up</td>
</tr>
<tr>
<td></td>
<td>11-18 June and December</td>
<td>7 days</td>
<td>Simulated observations extracted at 3-h intervals (simulated rawinsonde extracted at 12-h intervals)</td>
</tr>
<tr>
<td>Regional OSSEs – MM5 30-km simulations</td>
<td>11-18 June and December</td>
<td>7 days</td>
<td>Intermittent DA cycle with 3-h update cycle using ARPS simulated observations</td>
</tr>
<tr>
<td></td>
<td>11-18 June and December</td>
<td>7 days</td>
<td>Generation of 48-h forecasts at 6-intervals</td>
</tr>
<tr>
<td></td>
<td>11-20 June and December</td>
<td>9 days</td>
<td>Verification of MM5 forecasts against ARPS nature simulations</td>
</tr>
</tbody>
</table>

Figure 4. Schematic of the regional OSSEs timeline and data assimilation methodology.
If $\Phi$ represents a predicted variable from the OSSEs, then forecast error is defined as:

$$
\Phi' = \Phi_{\text{exp}} - \Phi_{\text{nat}},
$$

(1)

where the subscripts $\text{exp}$ and $\text{nat}$ denote the experiment (OSSE) and nature quantities, respectively. The RMS error is calculated as:

$$
\text{RMS Error} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\Phi'_i)^2},
$$

(2)

where $N$ represents the total number of grid points ($171 \times 203$ times the number of forecasts (29) at any given height in the atmosphere. Furthermore, the forecast impact was normalized by computing an improvement relative to the control (Cnv) forecasts as follows:

$$
\% \text{ Improvement} = 100 \times \frac{\text{CNTL} - \text{EXP}}{\text{CNTL}},
$$

(3)

where CNTL are the Cnv RMS errors and EXP (CnvGEMS) are the experiment errors. Positive (negative) values indicate improved (worsened) impact of the assimilated data on the forecasts.

A total of 9 sensitivity OSSEs were conducted and the details of each experiment are summarized in Table 2 along with the ARPS nature simulations. Each OSSE, with the exception of Experiment 5, assumed perfect observations with no instrument errors. In Experiment 5, random errors for the simulated probes were added to each variable, based on typical errors for MEMS sensors (Kristofer S. J. Pister, personal communication). In addition, random errors were added to each variable for the simulated conventional observations. A description of the random errors consistent with each observation is given in Table 3, along with approximate observation data counts for 0000 UTC and 0300 UTC. The results of these OSSEs are presented in the next section and compared to the ARPS nature simulations.

Experiments 8 and 9 reduced the total number of probes by 90% and 99%, respectively. Data thinning was performed by excluding probes randomly, without replacement, throughout the assimilation domain to reduce the effective resolution of the assimilated data. Once a probe was randomly excluded, the probe was removed from all subsequent data assimilation times, similar to releasing probes less often from the surface deployment scenario. To verify the realism of randomly thinning data, the deployment scenario was modified to release probes less often, effectively reducing the number of probes at later times. Overall, randomly thinning without replacement and changing the deployment scenario were found to give very similar forecast results.

6. REGIONAL OSSE RESULTS

Overall, both the June and December 2001 OSSEs demonstrated the assimilation of simulated GEMS observations improves the predicted primary variables compared with assimilating only conventional data.

To diagnose the distribution of impacts throughout the entire troposphere, vertical profiles of RMS errors as a function of forecast hour (0-h, 12-h and 24-h) were plotted (Figure 5 and Figure 6). Additionally, vertical profiles of percent improvement of the RMS forecast errors were generated for both the June and December OSSE scenarios (Figure 7 and Figure 8). The percent improvement profiles were further stratified by forecast initialization times with (0000 and 1200 UTC) and without (0600 and 1800 UTC) the availability of standard rawinsonde data. The impact of GEMS data was expected to be greater at the non-rawinsonde initialization times when there is substantially less conventional in situ data above the surface.

Experiment 1 – Cnv

Exp. 1 included simulated conventional observations and all sampled meteorological variables were assimilated into both the June and December 2001 OSSEs. These experiments were designed to emulate an operational regional forecast assimilation system and serve as a point of reference to benchmark the other experiments.

Experiment 2 – CnvGEMS

Exp. 2 included both simulated conventional and GEMS data from both the June and December OSSEs.

6.1 June 2001

The vertical profiles of RMS errors for the June 2001 experiments indicate large error reductions for each variable as benchmarked against Experiment 1 (Figure 5). The largest RMS error differences occur for the 0-h forecasts when GEMS data have most impact on the analysis creating better initial conditions. However, those effects are diminished at later times (12-h and 24-h) due to the influence of the lateral boundary conditions. It is important to note, that the smaller RMS error differences below 900-hPa for each variable are likely due to the impact of the conventional surface data. In this case, there are few near-surface GEMS observations and they are competing against conventional data.

The vertical distribution of the percent improvement profiles generally demonstrates a larger improvement for the non-rawinsonde initialization times when simulated GEMS observations are competing with less conventional observations. Overall, the CnvGEMS 0-h forecasts showed
Table 2. Summary of the simulations and regional OSSE experiments for June 2001 and December 2001. For each experiment, the variables assimilated into the OSSE (if applicable) are provided, along with a description of experiment. Experiment descriptions are only given for the regional ARPS 15-km and MM5 30-km simulations, respectively. Sensitivity experiments 3-8 were conducted only for June 2001.

<table>
<thead>
<tr>
<th>Simulations</th>
<th>Variables Assimilated</th>
<th>Experiment Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature</td>
<td>N/A</td>
<td>ARPS 30-day run.</td>
</tr>
<tr>
<td>OSSE Experiment 1</td>
<td>T, p, T_d, u, v*</td>
<td>Simulated surface, rawinsonde, and aircraft observations assimilated into MM5.</td>
</tr>
<tr>
<td>(June and December 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 2</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. # 1, except that in addition to conventional data, simulated GEMS data are assimilated into MM5</td>
</tr>
<tr>
<td>(June and December 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 3</td>
<td>T, p, u, v</td>
<td>Same as Exp. #2, but exclude T_d</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 4</td>
<td>T, p, T_d</td>
<td>Same as Exp. #2, but exclude u, v (winds)</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 5</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. #2, but include random probe and conventional observation errors</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 6</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. #2, but include precipitation scavenging of probes</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 7</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. #2, but use a 6-h intermittent data assimilation cycle</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 8</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. #2, but use only 10% of GEMS data</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSSE Experiment 9</td>
<td>T, p, T_d, u, v</td>
<td>Same as Exp. #2, but use only 1% of GEMS data</td>
</tr>
<tr>
<td>(June 2001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
*T = temperature, p = pressure, T_d = Dewpoint, u = u-wind component, v = v-wind component.

Table 3. Observations simulated from the ARPS regional nature runs. The variables and assigned errors used in experiment 5 are given for each observation type. Approximate observation counts for 0000 UTC and 0300 UTC June and December 2001 are also shown.

<table>
<thead>
<tr>
<th>Observation Type</th>
<th>Variables</th>
<th>Random Error (Exp. 5)</th>
<th>Number of Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0000 UTC</td>
</tr>
<tr>
<td>Rawinsonde</td>
<td>Temperature</td>
<td>± 0.5 K</td>
<td>219</td>
</tr>
<tr>
<td></td>
<td>Dew point</td>
<td>± 2 K</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>± 1 hPa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u- / v- winds</td>
<td>± 1 m s⁻¹</td>
<td></td>
</tr>
<tr>
<td>Aircraft</td>
<td>Temperature</td>
<td>± 0.5 K</td>
<td>1,553</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>± 1 hPa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u- / v- winds</td>
<td>± 1.1 m s⁻¹</td>
<td></td>
</tr>
<tr>
<td>Surface</td>
<td>Temperature</td>
<td>± 0.5 K</td>
<td>2,337</td>
</tr>
<tr>
<td></td>
<td>Dew point</td>
<td>± 1 K</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>± 1 hPa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u- / v- winds</td>
<td>± 1 m s⁻¹</td>
<td></td>
</tr>
<tr>
<td>GEMS</td>
<td>Temperature</td>
<td>± 0.5 K</td>
<td>115,881–11 June</td>
</tr>
<tr>
<td></td>
<td>Dew point</td>
<td>± 2 K</td>
<td>92,904–11 Dec</td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>± 1 hPa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>u- / v- winds</td>
<td>± 1 m s⁻¹</td>
<td></td>
</tr>
</tbody>
</table>
improvements >30% for each variable and throughout the depth of the troposphere (Figure 7). The percent improvements for the 12-h and 24-h forecasts were smaller; however even for the 24-h forecasts of dewpoint, the improvement reaches a maximum of 35% above 250-hPa (Figure 7f).

6.2 December 2001

Overall the results from the December 2001 OSSE were very similar to the results from June 2001. The vertical profiles of RMS errors show large error differences throughout the troposphere, especially at the 0-h and 12-h forecasts, between Exps. 1 and 2 (Figure 6). However, there were smaller vector wind error differences than June 2001, for the 24-h forecasts due to the influence of lateral boundary conditions (Figure 6). This is consistent with point made by Warner et al. 1997 that the lateral boundary impacts would be larger for a stronger flow regime (December) than for a weaker flow regime (June).

As expected the largest percent improvement occurred for non-rawinsonde initialization times. Notable in the dewpoint percent improvement statistics is the larger forecast impact (75% at 0-h, 50% at 12-h and 40% at 24-h) above the 250-hPa level (Figure 8). The large percent improvements are likely due to the fact that the simulated conventional aircraft data suite does not include moisture data.

The slight negative improvements, or forecast degradation, above 200 hPa at 12-h and 24-h is likely due to the lateral boundary condition errors that have reached the verification domain (Figure 8b,h,c,i). No such forecast degradations were evident in the June OSSEs.

6.3 Sensitivity Analysis

For brevity, the results for June 2001 sensitivity experiments are summarized without accompanying figures in the sections that follow:

Experiment 3 – No Dewpoint

Exp. 3 included the same GEMS data as Exp. 2 but the dewpoint variable was excluded from the DA cycle. The most significant impact of excluding dewpoint data was that dewpoint RMS errors were very similar to Exp. 1 dewpoint errors at all forecast times and levels. There was a slight increase in the vector wind RMS errors at all forecast times and throughout the troposphere. Excluding dewpoint data had no significant impact on the temperature RMS errors.

Experiment 4 – No Wind

Exp. 4 included the same GEMS data as in Exp. 2 but both the u and v components of the wind were withheld from the DA cycle. By excluding wind data, the magnitude of the vector wind errors degraded to that of the Exp. 1. Interestingly, by excluding wind data both the temperature and dewpoint RMS errors increased below 250-hPa, especially for the 12-h and 24-forecasts. In fact, the temperature and dewpoint RMS errors at 24-h approach the magnitudes of the RMS errors from Exp. 1 at 24-h.

Experiment 5 – Instrument Errors

Exp. 5 included the same GEMS and conventional data as Exp. 2, but with random observational errors. Introducing errors caused little degradation in the temperature, dewpoint and vector wind forecasts when compared with Exp. 2.

Experiment 6 – Precipitation Scavenging

For Exp. 6 the simulated GEMS data were extracted from an ARPS nature simulation where probe precipitation and ice scavenging was activated in the LPM. Precipitation scavenging made very little difference in the temperature and dewpoint errors, except for slight degradation of the temperature RMS errors below 400-hPa (especially for the 24-h forecasts by approximately 0.25 K). The largest differences were in the vector wind RMS errors with degradation at all levels and forecast times when precipitation scavenging was activated. Vector wind RMS errors were approximately 0.25 ms\(^{-1}\) higher at all levels for the 0-h and 12-h forecasts when comparing the RMS errors to Exp. 2. However, for the 24-h forecasts, the Exp. 5 RMS errors approach the magnitude of those from Exp.1 at 24-h.

Experiment 7 – 6-h DA Frequency

Exp. 7 included the same probes and conventional data as in Exp. 2, but all simulated data were assimilated at 6-h instead of 3-h intervals. This experiment was designed to test the sensitivity of data assimilation frequency. By assimilating the data less often at 6-h intervals, the RMS errors for all variables do not show degradation when compared to Exp. 2.

Experiment 8 - 10% of probe data

Excluding 90% of the probes from the DA cycle did not substantially degrade the 48-h forecasts of temperature, dewpoint and vector wind when comparing the RMS errors to the full data set used for Exp. 2.

Experiment 9 – 1% of probe data

Excluding 99% of the probes from the DA cycle and subsequent 48-h forecasts substantially degraded the forecasts of temperature, dewpoint and vector wind when comparing the RMS errors to the full data set used for Exp. 2. For all variables and forecast times the
errors approach the magnitudes of Exp. 1 errors, especially for the 12-h and 24-h forecasts. Excluding 99% of the GEMS data provided relatively little forecast improvement over the Cnv simulation.

7. SUMMARY AND CONCLUSIONS

A series of regional OSSEs has been completed during two different weather regimes to evaluate the potential impact on forecasts from a proposed in situ measurement system known as GEMS. Experiments were designed to evaluate the added benefit of GEMS to a conventional data network. The OSSEs demonstrated that the addition of simulated GEMS observations extracted from the nature simulation had a significant impact on improving the predicted primary variables over the conventional simulations. The results indicate that the improvements to the regional forecast skill exceed 50%, especially for the 0-h forecasts. The forecasts impacts were generally similar for both the June and December OSSEs. The only notable exception was that the impacts of the simulated GEMS data are lost sooner for the December 2001 OSSEs due to inward prorogation of the lateral boundary conditions.

Most importantly, sensitivity experiments indicated that the OSSEs produced a positive impact on the forecasts with a significantly reduced (90%) number of probes. Additionally, the OSSEs produced nearly identical results from assimilating data at 6-h intervals instead of 3-h intervals. However, activating precipitation scavenging in the nature simulations did have an impact on the subsequent forecasts. The degradation was most apparent in the vector wind forecasts at later forecast times (24-h); but the improvement was still substantially greater than the conventional simulations. The data denial experiments indicated that the maximum forecast impacts were realized when the simulated GEMS data provided a full suite of measurements. Finally, the inclusion of random errors in both the simulated GEMS and conventional data did not substantially degrade the forecasts.

Based on the results obtained from these regional OSSEs, further work dealing with GEMS simulated probes is planned. Experiments are currently underway to validate the OSSEs by comparing the forecast impact to assimilating real observations (following Weygandt et al. 2004).
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Figure 5. Vertical profiles of the temperature (a-c), dew point (d-f), and vector wind (g-i) root mean square (RMS) error for the conventional and GEMS OSSE forecasts from June 2001. Data are presented for the 0-h (a,d,g), 12-h (b,e,h), and 24-h (c,f,i) forecasts. Statistics were computed over the OSSE verification domain shown in Figure 2.
Figure 6. Vertical profiles of the temperature (a-c), dew point (d-f), and vector wind (g-i) root mean square (RMS) error for the conventional and GEMS OSSE forecasts from December 2001. Data are presented for the 0-h (a,d,g), 12-h (b,e,h), and 24-h (c,f,i) forecasts. Statistics were computed over the OSSE verification domain shown in Figure 2.
Figure 7. Vertical profiles of the temperature (a-c), dew point (d-f), and vector wind (g-i) percent improvement for the GEMS OSSE forecasts from June 2001 shown for rawinsonde (solid line) and non-rainsonde initialization (dashed line) times. Data are presented for the 0-h (a,d,g), 12-h (b,e,h), and 24-h (c,f,i) forecasts. Statistics were computed over the OSSE verification domain shown in Figure 2.
Figure 8. Vertical profiles of the temperature (a-c), dew point (d-f), and vector wind (g-i) percent improvement for the GEMS OSSE forecasts from December 2001 shown for rawinsonde (solid line) and non-rawinsonde initialization (dashed line) times. Data are presented for the 0-h (a,d,g), 12-h (b,e,h), and 24-h (c,f,i) forecasts. Statistics were computed over the OSSE verification domain shown in Figure 2.