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1. Introduction

Wildland fire is a natural phenomenon involving com-
plex chemical and physical processes. The range of
length scales for each process is large, from the sub-
millimeter scale (combustion process) to the kilometer
scale (convection process). In the evolution of a large
wildland fire, the interactions between the flame and
the fire plume and the local close–in and larger–scale
environment are important. The fires studied by Baum
(2000) can be characterized by the nature of their in-
teraction with the local environment, where the local
environment is defined by the geometry and burning
characteristics of the fuel bed, the properties of the am-
bient close–in atmosphere, and the local topography.
The two most important interactions therefore are be-
tween the fire flame and the fuel (hereafter referred
to as flame–fuel interaction), and between the fire
flame and plume and the ambient atmosphere (here-
after referred to as flame+plume–atmosphere interac-
tion). The flame–fuel interaction involves gas gener-
ation by solid fuel pyrolysis, the subsequent combus-
tion of the fuel gases, and the resultant heat flux back
to the solid fuel. The flame+plume–atmosphere in-
teraction involves the response of the fire flame and
plume to the ambient atmospheric conditions and the
response of the atmosphere to the buoyant fire plume.
This interaction can alter the orientation and geometry
of the fire flame and plume, influencing the distribu-
tion and intensity of the net heat flux to the solid fuel
and the burning of the fuel (Mell et al 2005), and con-
sequently changing the properties of local atmospheric
conditions.

It is extremely difficult to study wildland fires by di-
rect observation. Along with the cost and safety issues,
controlled fire experiments are practically impossible to
achieve in a natural setting. For these reasons current
computational fluid dynamical models are important
tools for the study of wildfire, especially severe wild-
fire.

Because of the wide range of scales involved in a
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wildland fire, it is not possible to develop models that
include all scales. Therefore, depending on the mod-
eler’s interests, each fire model concentrates on mod-
eling wildfire behavior within a certain scale range. Ac-
cording to Mell et al (2005), there are four basic types
of models depending on whether the two interactions
are involved: operational models that do not explicitly
include the two interactions; models that mainly in-
volve the flame+plume/atmosphere interaction; mod-
els that mainly involve the flame/fuel interaction; and
models that include both interactions to a greater or
lesser degree.

The Clark coupled atmosphere–fire model (Clark et
al 1996; hereafter referred to as the Clark coupled
model) is an example of a wildfire model that empha-
sizes the interaction between the fire plume and the
atmosphere, and is designed to simulate wildland fires
over scales where a typical computational grid size of
10s of meters is too coarse to resolve physical pro-
cesses in the combustion zone. Evolving model winds
from the lowest levels of the atmospheric fluid dynam-
ical model are passed to an operational empirically–
based fire–spread–rate formulation (e.g., Hirsch 1996,
Rothermel 1972) which is used to advance the fireline
(Clark et al 2004). Because the thermal degradation of
the solid fuel is not modeled directly and combustion
is parameterized, computational resources are devoted
to resolving atmospheric physics.

Examples of a wildfire modeling approach similar
to the multiphase models that involve both inter-
actions are the Fire Dynamic Simulator (FDS) and
FIRETEC. FIRETEC was designed at the Los Alamos
National Laboratory (Linn 1997; Linn et al 2002; Linn
et al 2005) and built to analyze complex wildfire behav-
ior that the current operational empirically–based wild-
fire models cannot represent. The FDS was designed at
the Institute of Standards and Technology (NIST) and
originally built to analyze industrial-scale fires. Mell et
al (2005) has extended the FDS to simulate outdoor
fires in vegetative fuels (called WFDS for Wildland Fire
Dynamics Simulator). In these models the pyrolysis of
fuels and gas phase combustion are implemented in
a numerical solution of the Navier-Stokes equations,
appropriate for low-speed, thermally-driven flow with



an emphasis on smoke and heat transport from fires.
Computational resources are devoted to resolving fire
combustion and the close–in fire/atmosphere flow over
the fire.

Though capable of accounting for almost all the vari-
ables that exist in wildfire prediction, the computa-
tional fluid dynamical models are not yet suitable for
faster–than–real–time applications on today’s comput-
ers. Such models can be used to improve our com-
prehension of wildfire and the accuracy of operational
wildfire models to forecast actual fire spread and be-
havior. Before applying these wildfire simulation mod-
els to these problems, model validation is necessary.
We need to compare model results to real fires.

Proper model evaluation requires an appropriate set
of field observations, taken under well–documented
and controlled conditions, and carefully analyzed for
fire behavior. In the so–called “Meteotron” fire experi-
ment, Benech (1976) presented the results of measure-
ments in and around convective plumes initiated in the
atmosphere from the ground by an exceptionally pow-
erful artificial heat source. The experimental project
was designed to provide data for theoretical study of a
stationary, non-spreading, convective fire plume.

The purpose of this report therefore is to use the
results from the Meteotron fire to examine how well
the FDS and Clark model depict low–level struc-
ture/properties of this type of fire plume. A fire
plume represents how the major portion of the en-
ergy from the fire’s combustion process is put into the
atmosphere and the resulting buoyancy distribution.
The plume is one mechanism for the flame+plume–
atmosphere interaction. The turbulent characteristics
of the plume also mean that surrounding air will be
entrained into the plume and consequently a flow will
be induced in the air surrounding the fire. Once we
demonstrate here how accurately the FDS and the
Clark coupled model simulate the properties and be-
havior of a stationary, non-spreading plume, we can
begin to use WFDS, a physically–based multiphase
fire model, to improve the fire parameterizations for
spreading fires utilized by wildfire coupled models and
the forecast accuracy of operational models like FAR-
SITE.

2. The Meteotron Experiment

From 1971 to 1973 Benech (1976) conducted eleven
atmospheric fire plume experiments during the Me-
teotron fire experiment. The heat source consisted
of 97 burners arranged into a hexagonal area of
about 4000 m2 (radius 36 m). The experiments
generally lasted five to ten minutes, and in most of
the experiments the total theoretical thermal power

was about 600 MW. Measurements were taken us-
ing a radiosonde-radiowind system, kite balloons, pho-
togrammetry from four observing stations, a ground
network of temperature and wind velocity sensors, and
an aircraft. The plume’s geometrical parameters, in-
cluding radius (accuracy estimated at 10%) and verti-
cal velocity at the visible boundary of the plume, delim-
ited by thick black smoke, were determined by a pho-
togrammetric method (Saporte 1966). Temperature
and vertical velocity measurements were made directly
in the plume with a radiosonde system using a kite
balloon. Below 600 m, plume–averaged vertical veloc-
ity data were obtained with photogrammetry and the
radio-sounding kite balloon, while at higher altitudes
these data were obtained only with photogrammetry
of the rising plume edge.

Benech (1976) claimed that the following plume
properties remained practically identical below the first
600 m of elevation for all experimental fires:

• plume averaged radius at a given altitude;

• plume vertical velocities at a given altitude;

• vertical flux (m3 s−1) at a given altitude, deduced
from the former data;

• and temperature difference (hereafter referred to
as temperature excess) between the inside and the
outside of the plume at a given altitude.

In the following sections, the FDS and Clark cou-
pled model simulations are compared to the Meteotron
mean plume radius, vertical velocity, mass flux, and
temperature excess (temperature difference between
the plume–averaged temperature and environment–
averaged temperature) taken from Figures 5, 6, 7, and
8 in Benech (1976), and the mean plume buoyancy flux
constructed with these data.

3. Numerical Experimental Set-up

A single FDS simulation and two Clark coupled model
simulations were completed, and results from the sim-
ulations are compared to each other and to the obser-
vational data from the Meteotron fire experiment.

The version of FDS used in this study is described
by Mell et al (2005). The FDS domain was 400 m (x)
× 400 m (y) × 600 m (z) and covered by a grid mesh
of 100 (x) × 100 (y) × 100 (z). The vertical grid was
stretched and vertical grid size was about 3 m near
ground level. The model atmosphere was isothermal,
with an ambient temperature of 30.85◦C. A uniform
wind of 3 m s−1 and constant with height blew into
the domain from the west (in the positive x direction).
To match the size and total heat release rate of the
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Meteotron fires (4000 m2; 600 MW), a square fire of
63.25 m × 63.25 m was set. The heat release rate per
unit area was 150 kW m−2 and the simulation lasted
700 seconds.

The version of the Clark coupled model used in this
study is described by Clark et al (1996) and Clark et
al (2004). The two simulations by the Clark coupled
model, denoted as Clarka and Clarkb, were initiated
in an environment of neutral stability with a surface
temperature of 30.85◦C and pressure of 100 kPa. The
background wind was uniform at 3 m s−1 from the
west and constant with height. The x and y hori-
zontal grid interval was 25 m. The vertical grid was
stretched and vertical grid size was about 10 m near
the ground. Two domains were used in the simula-
tions, an inner domain 1.2 km × 1.2 km in area nested
in an outer domain 6.45 km × 6.45 km in area. Fire
combustion was represented by a surface sensible heat
flux, and an assumption was made that roughly 30%
of the total heat released by the model fires was lost
by radiation to the surroundings (Koseki and Mulhol-
land 1991). Only the heat remaining after the loss of
radiation is exchanged directly with the atmosphere.
A sensible heat flux of 160 kW m−2 was assigned to
six surface–level grids in the inner domain so that the
total surface heat release rate came to 600 MW as in
the Meteotron experiment. The six surface grids made
the total burning area in the Clark coupled model 3750
m2, which given the 25 m horizontal grid size was as
close as possible to the total burning area of Meteotron
fire (4000 m2). Simulations lasted an hour.

Clark et al (1996) used a simple extinction approach
to treat the fire-atmosphere heat exchange to avoid ex-
cessive local heating of the atmosphere when the entire
sensible heat released from the fire was deposited in a
column above the fire. In this early work it was not
possible to test that this simple extinction–depth ap-
proach was realistic or even necessary. Therefore, in
this study, the sensible heat flux of the fire was put
into the Clark coupled model atmosphere in two dif-
ferent ways. In simulation Clarka, the surface sensible
heat was vertically distributed in the atmosphere over
an e-folding distance or extinction depth of 50 m. In
simulation Clarkb, all the surface sensible heat was put
into the first vertical layer in the inner domain.

4. Method of Analysis

Accurate calculations of plume–averaged proper-
ties are dependent on an accurate determination of
the edge of the plume. Benech (1976) used “thick
black smoke” and a photogrammetric method (Saporte
1966), with an estimated accuracy of 10%, for plume
edge determination in the Meteotron experiment. Us-

ing the plume soot density provided by the FDS simu-
lation, photos of smoke, as in Figure 1, were generated
based on a version of Beer’s law used by Smokeview,
the software visualization tool for FDS (Forney and Mc-
Grattan 2005). These photos were overlaid on a cross-
section of soot density along the centerline of the fire
domain (y=0). A soot density of 0.5 mg m−3 was se-
lected to delineate the plume edge and effective radius.
Locations with soot density greater than 0.5 mg m−3

were considered to be inside in the plume. This choice
of plume edge criterion (referred to as soot plume here-
after) was supported by radial profiles of soot density
at different height levels. Figure 2 shows how at 600 s
into the FDS simulation soot density varies along the
center line of the domain in the x direction and along
the line through the point with the maximum soot den-
sity in the y direction. At lower levels (below 300 m),
the area with soot density greater than 0.5 mg m−3

covered almost all the plume. For this reason, the re-
sults presented in this study focus on the lower portion
of the fire plume.

The soot plume can not be used to determine plume
properties in the Clark coupled model simulations. The
Clark (1996) coupled model does not simulate smoke
and soot (as does the Clark 2003 version, which was
not available for this study), and therefore no direct
comparison can be made between fire plumes in the
Clark coupled model simulations and the Meteotron
experiment. However comparisons can be made be-
tween the FDS and Clark coupled model plumes when
each model’s plume–averaged properties depends on a
consistent determination of the plume’s edge. It was
assumed that the radial profile of vertical velocity w in
the plume has a normal distribution, and the portion
of each plume with

w >
wmax

exp(c)
, (1)

where wmax is the plume’s maximum vertical veloc-
ity, was selected for plume property calculations and
comparisons between the simulations. Hereafter this
method is referred to as the W plume. Based on Yih
(1951), the constant c is given the value 1.38 in Equa-
tion 1.

Computational resources were limited for this study.
As a result the horizontal domain sizes were not large
enough to contain model simulations, and the fire
plumes went out of the lateral boundary on the down-
wind side of the domain before they reached domain
top. The plume started to go out of bounds at approx-
imately 300 m AGL in the FDS simulation (Figure 1)
and at approximately 340 m AGL in the Clark coupled
model simulations (not shown). Above these heights,
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plume–averaged properties were calculated based on
the portions of the plumes inside of the domains.
Again, consequently, the results presented in this study
focus on the lower portion of the fire plume, below the
first 300 m of elevation.

5. Simulation Results

5.1. Comparing Meteotron and FDS Plume Properties

Figure 3 shows vertical profiles of the Meteotron, and
soot–plume and W–plume FDS plume–averaged tem-
perature excess, vertical velocity, effective radius, and
mass flux. Each temperature excess profile is similar in
shape, decreasing quickly with height near the surface.
Plume–averaged vertical velocity w profiles are also
similar in shape. At lower levels the W–plume tends to
have a bigger plume–averaged temperature excess and
vertical velocity, and smaller plume–averaged radius
than either the soot–plume FDS or Meteotron plume.
The differences between profiles are due primarily to
the soot plume including areas of negative and small
values of w, while the W plume does not. Although not
apparent from these profiles, but easily deduced from
Figure 1, the FDS results show large fluctuations in w
at these levels due to turbulent motion (shedding of
large eddies by the convection); strong updrafts coex-
isted with weak updrafts, sometimes even downdrafts
in the plume, which contributed to the smaller soot–
plume averaged FDS w. Effective radii in the simulated
plumes were determined by calculating plume area in
the horizontal and assuming that the plume edge is
perfect circle. Figure 3 shows that the effective plume
radius determined by the soot plume in the FDS is con-
siderably smaller than the plume radius determined by
a photogrammetric method in the Meteotron experi-
ment. Again, the results presented in this study focus
on the lower portion of the fire plume.

Figure 3 also shows the vertical profiles of plume
mass flux calculated using

FM = wπR2, (2)

where FM is the plume mass flux according to classi-
cal idealized plume theory, and w and R the plume–
averaged vertical velocity and effective radius, respec-
tively. There is agreement only near the surface; above
the surface the total plume mass flux in FDS is only
about half as large as the Meteotron FM . The dif-
ferences between Meteotron and the FDS plume mass
flux are due mainly to the square dependence of mass
flux on R.

An explanation for the discrepancies between plume–
averaged properties is seen in Figure 4 which shows
x-y cross-sections of the FDS soot–plume at 103 m
and 201 m AGL near the end of the simulation (680
s, randomly picked). The outermost soot contour is
0.5 mg m−3, corresponding to the edge of the plume.
The shape of the plume is highly irregular, as in Fig-
ure 1, and Figure 4 shows that if the plume is viewed
from a different angle, the difference in radius can be
as large as 1/3 the effective radius. Figure 5a shows
how different plume–averaged effective radii are possi-
ble. Figure 5b shows that when the average value of
the x direction and y direction bounded radii shown in
Figure 5a and the averaged vertical velocity in the soot
plume are used in the mass flux calculation, the FDS
mass flux is closer to the Meteotron result than calcula-
tions based on the plume edge as a perfect circle. Note
that the Meteotron plume radius, determined by pho-
togrammetry, is only an estimate of the actual plume
radius, and that vertical flux at a given altitude was
deduced from former Meteotron data. Good agree-
ment between Meteotron and simulated FDS plume
properties can be achieved therefore depending on the
method of analysis.

5.2. Comparing FDS and Clark coupled model plume
properties

In an endeavor to make congruous comparisons be-
tween the plume properties in the two different model
simulations, data in the FDS simulation were averaged
horizontally and vertically to 24 m and near-ground
10 m grid sizes — as close as possible to the 25 m
horizontal and 10 m vertical grid sizes in the Clark
coupled model simulations — before calculating the
plume properties based on the W plume. Horizontally
averaged FDS grid values will hereafter be refereed to
as a grid–area average, and horizontally and vertically
averaged FDS grid values as a grid–volume average.
Unless stated otherwise, all following comparisons be-
tween FDS and Clarka and Clarkb are based on grid–
volume averaged FDS results.

Figure 6 shows the differences in the plume prop-
erties between before and after FDS averaging. Dif-
ferences are most significant in the plume–averaged
temperature excess and vertical velocity at levels be-
low 300 m, where magnitudes were most reduced by
this averaging. A comparison between Figures 6 and 3
shows that averaging of FDS data produced, inciden-
tally, upper-level plume properties of larger magnitude
than the Meteotron results.

Figure 7 shows W -plume vertical profiles of the
plume–averaged temperature excess, w, R, and plume
mass flux FM for the FDS and the Clark coupled model
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simulations. Compared to FDS, the coarser horizon-
tal and vertical resolutions in the Clark simulations re-
sulted in significantly smaller plume temperature ex-
cesses and vertical velocities, especially below the first
∼ 50 m of elevation, and especially for Clarka. In
Clarkb sensible heat from the fire was put into the low-
est vertical layer in the model, and convection resolved
by the Clark model took over to distribute and trans-
port the energy. In Clarka, the same amount of the
energy was distributed vertically, over more than one
layer, resulting in a smaller and unrealistic tempera-
ture excess near the ground. Above 50 m AGL (Above
groud level) the plume–averaged temperature excesses
in Clarka and Clarkb become essentially equal.

Figure 7b shows the vertical profiles of w. Al-
though all three profiles are similar in shape, both Clark
coupled simulations show significantly smaller w val-
ues compared to w in the FDS simulation. Since w
in a convectively–driven plume is dominated by ver-
tically integrated buoyancy, which is determined by
plume temperature excesses, these differences in pro-
files are due to the fact that, in the lower portion of
the plume, there was immediately more buoyancy in
the FDS plume grid-scale volume averages compared
to Clarkb, and then compared again to Clarka.

Figure 7c shows that the W–plume Rs in Clarka and
Clarkb are significantly larger than the corresponding
Rs in the FDS simulation. Larger grid size has a non–
negligible impact on the W plume and its determi-
nation of R. Consequently the plume–averaged mass
fluxes in Clarka and Clarkb, seen in Figure 7d, are also
significantly larger than those in the FDS simulation,
and coincidentally more comparable in magnitude and
behavior to the Meteotron soot–plume radius and mass
flux shown in Figure 3.

5.3. Comparing Meteotron and Simulated Buoyancy
Fluxes

The buoyancy flux for the FDS simulation and the
Clark coupled model simulations were analyzed, first
within the confines of classical plume theory, and then
using a more fundamental approach based on conserva-
tion of energy and mass, where by combining the con-
servation of mass and energy model equations, an ex-
pression for conservation of buoyancy flux is produced.

According to classical plume theory, convective
buoyancy flux FB is determined by

FB = w B πR2 (3)

where w, B, and R are, respectively, the plume–
averaged vertical velocity, buoyancy, and effective ra-
dius. Using this equation for FB , Figure 8 shows the

vertical profiles of the convective buoyancy flux for the
Meteotron experiment and for the W–plume fire sim-
ulations. With the exception of Clarkb at ∼ 20 to 30
m elevation, the Meteotron FB is considerably larger
than the convective buoyancy flux from the simula-
tions. Again, the Meteotron results reflect the entire
plume radius, while the vertical profiles of convective
buoyancy flux for the simulated plumes reflect the par-
tial, W–plume, radius. Also the Meteotron buoyancy
flux profile for FB was deduced from plots of mean
plume radius, vertical velocity, and temperature excess
in Benech (1976), and not based on original observa-
tions. The Meteotron B assembled from these data is
considered especially vulnerable to error at levels be-
low 50 m, primarily due to the difficulty establishing
an accurate temperature excess reading from Benech
(1976). The spike in buoyancy flux near the ground in
Clarkb is a result of depositing the entire sensible heat
released from the fire into the first model layer above
the fire. The FDS convective buoyancy flux profile lies
between the Clarka and Clarkb profiles.

Conservation of buoyancy in the FDS simulation is
determined by

∫

V

∂B

∂t
dV +

∫

∂V

B~vH · n̂ dS +

∫ top

bottom

B w dS =

−

∫

∂V

~F · n̂ dS, (4)

where all variables in Equation 4 are defined in the
Nomenclature. The terms on the left-hand side of
Equation 4 are, respectively, buoyancy storage, buoy-
ancy change due to the horizontal advection, and buoy-
ancy change due to the convection in the layer. The
term on the right-hand side is the buoyancy change due
to SGS (sub-grid scale) process, radiation, and com-

bustion. Given the boundary conditions, where ~F=0
at the top of the simulation domain, Equation 4 is
used to calculate the FDS buoyancy flux ~F at different
height levels, where the total vertical buoyancy flux is
the sum of the convective buoyancy flux and the ver-
tical buoyancy flux due to the SGS process, radiation
and combustion.

Conservation of buoyancy in the coupled Clark sim-
ulations is determined by

∫

V

∂B

∂t
dV +

∫

∂V

B~vH · n̂ dS +

∫ top

bottom

B w dS

=
g

Cp ρ θe

∫

V

∇ · (Cp ρ KH ∇θ) dV

−
g

Cp ρ θe

∫

∂V

Cp ρ θe~v · n̂ dS, (5)

where all variables in Equation 5 are defined in the
Nomenclature. The difference between Equations 4
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and 5 lies in the terms on the right-hand side of these
equations. In Equation 5 these terms represent, re-
spectively, the buoyancy change due to SGS heat flux
and to the environmental heat flux. Because the Clark
simulations were initiated in an environment of neutral
stability, the environmental heat flux term in Equa-
tion 5 is zero. The total buoyancy change in the layer
due to the resolved and unresolved vertical motion in
the Clark coupled model simulations is therefore the
sum of the vertical convection term, and the SGS heat
flux term.

FDS profiles of the total vertical buoyancy flux,
buoyancy flux by convection, and vertical buoyancy flux
by SGS process, radiation and combustion, based on
Equation 4, before and after grid–area averaging, are
given, respectively, in Figures 9a and 9b. Total vertical
buoyancy flux is essentially constant below 300 m, the
height the FDS plume began to move out of the lateral
domain boundary. Below ∼ 30 m, the convective buoy-
ancy flux increases rapidly with height, while the SGS
flux decreases rapidly with height. Above 30 m, con-
vective buoyancy flux dominates to contribute to the
total buoyancy flux, while SGS flux declines, quickly in
Figure 9a and more gradually in Figure 9b, to near–
zero values. Again, although not apparent from the
profiles in Figure 9a, there are large fluctuations in FDS
convective flux values due to turbulent motion. Con-
sequently, Figures 9a and 9b show that the grid-scale
convective buoyancy flux is made smaller and positive,
while the sub-grid scale convective flux is made larger
and all positive, by grid–area averaging.

Profiles of the total vertical buoyancy flux, buoy-
ancy flux by convection, and the SGS heat flux based
on Equation 5 for Clarkb and Clarka are given, respec-
tively, in Figures 9c and 9d. The Clarka results (Fig-
ure 9d) are more similar to the after grid–area aver-
aged FDS results (Figure 9b), while the Clarkb results
(Figure 9c) are more similar to the before grid–area av-
eraged FDS results (Figure 9a), in both behavior and
magnitude. Note that there is little discernible differ-
ence between any of the profiles of the total vertical
buoyancy flux in Figure 9.

The differences between Figures 9a and 9d are that
Clarkb shows an even more abrupt increase with height
in the convective buoyancy flux, and an even more
abrupt decrease with height in the SGS flux in the
first 30 m AGL. Above 30 m, the change with height
stops and the convective buoyancy flux dominates to
contribute almost entirely to the total buoyancy flux,
while SGS flux falls to small near-zero (but all positive)
values.

The differences between Figure 9b and 9c are that
Clarka shows an even more gradual near-surface in-
crease with height in the convective buoyancy flux, and

an even more gradual decrease with height in the SGS
flux, which eventually stop at ∼ 100 m AGL not ∼ 30
m AGL, compared to the Clarkb and the before grid–
area averaged FDS profiles. Above 100 m, the Clarka
SGS flux profile remains fairly significant and positive,
making a relatively substantial contribution of the total
buoyancy flux, while the contribution by the convective
buoyancy flux is diminished compared to the FDS pro-
file in Figure 9b.

Grid–scale buoyancy is a volume average of buoyancy
of the combusting fluid and the atmosphere, while the
fire–induced buoyancy is confined to the region con-
taining combusting gases. Since FDS radiative and
SGS scale energy transport calculations are more ex-
plicit and more realistically confined to regions con-
taining combusting gases, it is assumed that the FDS
profiles in Figure 9 describe reality best. By compari-
son, it appears that in Clarkb buoyancy is put into too
shallow a surface layer by the SGS heat flux, and that
in Clarka buoyancy is put into too deep a surface layer
by the SGS heat flux.

6. Discussion

The FDS and the Clark coupled atmosphere–fire
model, representing two types of fluid dynamical wild-
fire models, are used to simulate stationary, non-
spreading fires in the Meteotron fire experiment and
evaluated based on comparisons between Meteotron
and simulated model fire plume properties. Agreement
between Meteotron and simulated plume properties de-
pended on both experiment and numerical model de-
sign, and the method of analysis of Meteotron and
numerical model data. The numerical set-ups only
approximated the environmental conditions during the
Benech study. For example, in the FDS simulation the
atmosphere was isothermal and in the Clark coupled
model simulations the atmosphere was neutrally stable,
while background winds in every simulation were con-
stant in speed, direction, and height. An exact match
to the Meteotron total burning area was not possible.
Much of the analysis of the data and comparison of re-
sults depended on classical plume theory. Agreement
between plume–averaged properties is constricted by a
plume theory rendition, given its simplifying assump-
tions and idealized boundary conditions. Plume theory
depends on plume–averaged properties based on accu-
rate estimations of plume edge and an effective plume
radius. Benech (1976) rated the accuracy of plume
properties to be ±10%. This study shows that the dif-
ferent methods for determining effective plume radius
affect the analysis. However, despite these conditions,
the study shows that agreement exists as evidenced by
the comparison between the Meteotron and FDS soot–
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plume properties, and then a comparison between the
FDS and Clark coupled model W–plume properties.

Comparisons of the FDS plume–averaged properties
to the Meteotron experiment indicate that, depend-
ing on the plume edge (soot or W ) and the subse-
quent determination of effective radii and use of classi-
cal plume theory, the plume–averaged temperature ex-
cess and vertical velocity showed good agreement with
the Meteotron experiment, while the plume–averaged
effective radius and mass flux showed, depending on
the method of analysis, good agreement. Comparisons
of Clarka and Clarkb to the FDS W–plume averaged
properties results indicate that the plume radius and
mass flux in Clarka and Clarkb were similar,i and larger
than FDS results. Near-surface temperature excess and
vertical velocity were smaller in Clarka than in Clarkb,
and both were smaller again than FDS results.

The Meteotron results and the FDS simulation
demonstrate that the FDS can provide realistic plume–
averaged properties. The comparisons between the
FDS simulation and the Clark model simulations show
that the coarser resolution of the coupled Clark model
does reduce the accuracy of plume properties. Better
agreement, especially in the first 10 to 30 m of eleva-
tion, between the Clark model and the Meteotron and
FDS plume–averaged temperature excess and vertical
velocity results was obtained when all the surface sen-
sible heat was put into the first vertical layer (10 m
elevation) of the coupled Clark model.

Using Meteotron as a benchmark, comparisons be-
tween the Meteotron and FDS, Clarka, and Clarkb
buoyancy flux profiles indicate the following. Depend-
ing on the method of determination, the FDS and
Clarka buoyancy flux showed similar overall behavior
and magnitude, and fair to good agreement with the
Meteotron experiment at elevations greater than 50 m
AGL. As a result of depositing the entire sensible heat
from the fire into the first 10 m AGL of the model at-
mosphere, Clarkb showed an abrupt spike in buoyancy
flux near ground level, below the 50 m AGL, in par-
tial agreement with the Meteotron experiment (shown)
and before averaging FDS values (not shown).

Using FDS as a benchmark, the FDS, Clarka, and
Clarkb conservation of buoyancy flux analysis indicates
the following. The buoyancy flux by SGS motion and
heating were more active close to the flaming zone of
a fire, and directly influenced the vertical transport of
energy only at near-surface elevations (which ranged
from ∼ 30 to 100 m depending of the method of deter-
mination). At near-surface elevations, the convective
buoyancy flux increased (very rapidly depending on the
method of determination) with height, while the SGS
flux decreased (very rapidly depending on the method
of determination) with height to near–zero. At above

near–surface elevations, the convective buoyancy flux
made up almost the entire total vertical buoyancy flux,
which was essentially constant with height.

Based on comparisons of the Clarka and Clarkb to
the FDS and the Meteotron results, there is no clear,
unambiguous choice of whether it is better to deposit
the sensible heat released from the fire over a relatively
large extinction depth of 50 m, as in Clarka, or over a
first 10 m vertical layer as in Clarkb. The first method
underestimates important near-surface properties just
above the fire, such as temperature excess and vertical
plume velocity, while the second method produces a
too abrupt and discrete spike in convective buoyancy
flux just above the surface model grid layer.

It seems likely then that a coupled model simulation
would achieve more reasonable plume–averaged prop-
erties if a realistic extinction depth is adopted. Al-
though the extinction depth depends on a number of
parameters, such as fire intensity, flame height, burn-
ing fuel, the environment of the fire, etc., it is possible
to estimate roughly what the extinction depth should
be with

I/I0 = e−KL, (6)

a form of Beer’s law. Here I0 and I are the radiation
intensities at a wavelength before and after the extinc-
tion occurs, K is the extinction coefficient, and L is
an attenuation length. Assuming that soot is the most
important combustion product controlling the thermal
radiation from the fire flame and hot smoke, then the
extinction coefficient is K = Kmρs, where Km and
ρs are the mass specific extinction coefficient and soot
density. For flaming combustion of wood, Km is 7600
m2 kg−1 (McGrattan and Forney 2004). The averaged
soot density below 100 m AGL was approximately 5 mg
m−3 in the FDS simulation. Based on these assump-
tions, the approximated e–folding extinction depth is
∼ 25 m from the flame height, considerably less than
the 50 m extinction depth used in part of this study.

7. Conclusions

According to classical plume theory (Morton et al
1956), one of the external parameters determining
plume–averaged properties such as plume tempera-
ture excess and vertical plume velocity in a convec-
tive plume is the buoyancy flux at the source. If
vertical velocity is known, then vertical mass flux is
known, and vice versa. If vertical mass flux is known,
then inflow velocity can be determined. Mass flux,
vertical velocity, and inflow velocity are all related to
plume height through atmospheric stability. Inflow ve-
locity at the surface is connected to fire spread rate,
which is connected to fire combustion and sensible
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heat flux at the ground. These concepts based on
classical plume theory contribute to our understand-
ing of fire plume behavior. The study has demon-
strated that the FDS, a physically–based multiphase
fire model, is capable of rendering realistic plume–
averaged temperature, vertical velocity, radius, mass
flux, and buoyancy flux in a stationary, non-spreading
convective fire plume. The study has also demon-
strated that the Clark coupled model, designed to sim-
ulate wildland fires over scale lengths of atmospheric
convection associated with large fire plumes and their
environment, is likewise capable of rendering compar-
atively realistic plume–averaged properties, even when
fire combustion is represented simply by a surface sen-
sible heat flux, provided that the energy released from
the fire is distributed vertically into a layer of ideal
depth. Accurate sensible heating amounts and rates,
and a stretched grid allowing for finer near-surface grid
resolution, based on an energy extinction depth appro-
priate to the fire, are recommended to achieve realis-
tic plume properties in a coupled model. This study
serves as a guide towards our long-term goal to de-
velop and test a simple, computationally efficient, and
effective parameterization of fire combustion and wild-
fire spread that is “coupled” to the fire plume and the
atmosphere. The next step is to extend the valida-
tion effort to a larger set of experiments (e.g., non–
stationary, spreading fires) and to a wider range of fuel
types and fuel parameters (e.g., moisture, surface to
volume ratio, packing ratio) in order to better assess
the WFDS capabilities. Once the WFDS is validated,
we plan to use the WFDS to develop realistic parame-
terizations of fire spread and fire combustion for cou-
pled atmosphere–wildfire model grid scales. A coupled
wildfire model’s ability to accurately predict local wind
and the interaction of fire and wind makes it a major
tool for studying severe fire behavior or large pyrocu-
mulus development. As this study shows, coarser hor-
izontal and vertical resolution results in averages over
a larger grid-scale volume, and important plume prop-
erties that depend on smaller-scale fire/atmosphere in-
teractions (i.e., temperature, vertical motions, vortic-
ity) are under resolved. Numerical resolution is the
important issue when developing and implementing a
wildfire parameterization.

Nomenclature

A horizontal grid area
B acceleration due to buoyancy
B = g(T − Te)/Te in FDS
B = g(θ − θe)/θe in Clark model
c Yih (1951)’s constant
Cp specific heat at constant pressure

F
buoyancy flux due to sub-grid scale pro-
cesses, radiation, and combustion

FM
plume mass flux based on classical plume
theory

FB
convective buoyancy flux based on clas-
sical plume theory

F
buoyancy flux due to sub-grid scale pro-
cesses, radiation, and combustion

g acceleration due to gravity

k̂ unit vertical vector

KH
eddy mixing coefficient for heat and
moisture

n̂ unit normal vector
S model level surface
t time
T absolute temperature
Te environmental T
v total wind velocity vector
vh horizontal wind vector
V model layer volume
w vertical wind velocity component
w plume–averaged vertical wind velocity

ρ total density of gas

ρ
average density of gas over a model layer
in simulation domain

θ = T (p0

p )Rd/Cp potential temperature

θe environmental potential temperature
∇ total gradient vector
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Figure 1: The x-z cross section of FDS smoke photo and soot density contours along the domain centerline.
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Figure 2: FDS radial profiles at different height levels and 600 s into the simulation of (a) soot density along the
domain centerline in x direction and (b) through the point of maximum soot density in the y direction. Horizontal
line denotes the soot density of 0.5 mg m−3 selected to delineate the plume edge.
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Figure 3: Vertical profiles of plume–averaged properties in the Meteotron experiment (solid line), and FDS
simulation determined by W (dotted line) and soot (dashed line) criteria.

12



0 50 100 150 200
-100

-50

0

50

100

y 
ax

is
 (

m
)

a

0.50

1.39
2.11

0 50 100 150 200
x axis (m)

-100

-50

0

50

100

y 
ax

is
 (

m
)

b

0.
50

1.39
1.392.

11

Figure 4: Soot density contours on a x-y cross-section of the plume at (a) 103 m AGL and (b) 201 m AGL at
680 s in FDS simulation.
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Figure 5: Vertical profiles of (a) Meteotron R (solid line), FDS soot–plume R (dotted line), FDS R(x) plume
radius (dashed line), and FDS R(y) plume radius (dashed–dotted line). Vertical profiles of (b) Meteotron mass
flux (solid line), FDS soot–plume mass flux based on R (dotted line), and FDS soot–plume mass flux based on
R(x) and R(y) radii (dashed line).
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Figure 6: Vertical profiles of W–plume averaged properties in the FDS simulation before (solid line) and after
(dotted line) averaging for comparisons between the Clark coupled model simulations and the FDS simulation.
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Figure 7: Vertical profiles of the FDS (solid line), Clarka (dotted line), and Clarkb (dashed line) W–plume
averaged temperature excess, vertical velocity, plume radius, and plume mass flux.
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Figure 8: Vertical profiles of the Meteotron experiment (solid line), Clarka (dotted line), Clarkb (dashed line),
and FDS (dotted–dashed line) W–plume averaged convective buoyancy fluxes based on Equation 3.
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Figure 9: Vertical profiles of the total buoyancy flux (solid line), convective buoyancy flux (dotted line), and flux
by SGS motion, radiation and combustion (dashed line) in the FDS simulation (a) before and (b) after grid–area
averaging and in (c) Clarka and (d) Clarkb.
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